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1. Introduction

Multi-core systems have changed the way high-performance computing is done by letting complex,
data-heavy jobs run in parallel on multiple processing units. The structure of communication
networks is very important for determining how well and how easily these systems can be expanded
as the need for more computing power and efficiency grows. Multistage Interconnection Networks
(MINSs) are becoming a popular way to connect multiple processors in multi-core systems because
they can handle a lot of data and offer flexible ways to do parallel processing. Multiple steps of
switches make these networks possible for a huge number of working elements to talk to each other.
This makes them an important part of high-speed computer settings. However, as the number of
cores keeps going up, Inter-Processor Communication (IPC) in MINs has become very hard to do
efficiently [1]. This can stop multi-core systems from getting better performance. Inter-processor
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communication is an important part of multi-core systems because it lets data flow between cores so
they can work together on tasks. When it comes to MINs, IPC means sending data bits through
several steps of linked switches until they reach the right processor. MINs provide an organized and
flexible way to connect multiple cores, but they also come with a number of issues that may slow
down the system. Some of these problems are delay, bandwidth competition, network overcrowding,
fault tolerance, and scaling issues. All of these can make communication less effective, causing
slowdowns and lower total speed [2]. As more cores are added to a system, the amount of data flow
grows very quickly. This means that the connection problems in these networks need to be looked
into and fixed right away.
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Figure 1: Overview of multistage interconnection networks architecture

Because MINs are designed in a way that requires data bits to go through many steps before they
reach their final location, IPC in multi-core systems is very complicated. The route methods used, the
network's structure, and how it handles multiple data exchanges at the same time all affect how well
and reliably people can communicate. Network congestion may be a major issue since it causes
higher delay and lower speed, which in turn harms the execution of synchronous apps, as show
outline in figure 1. Typically particularly irritating when numerous computers have to be utilize the
same assets at the same time, which causes delays and strife. Blame resistance is additionally an
critical thing to think around in MINs since association issues at any point can halt the stream of
information, so the framework needs solid error-handling highlights to remain solid. To bargain with
these issues, scholastics have looked into diverse ways to move forward IPC speed in frameworks
with different centres that utilize MINs. A few of these strategies are making way better course
frameworks, more adaptable ways to handle activity jams, and unused organize formats that are
implied to spread out the work equitably and cut down on holding up times for messages. For case,
adaptable steering strategies can alter the course of information bits based on the current state of
organize activity. This makes communication speedier and less swarmed by and large. So also,
utilizing fault-tolerant methodologies like different courses and error-correction strategies makes
beyond any doubt that communication remains solid indeed on the off chance that equipment comes
up short or there are issues with the information exchange [3].

The goal of this study paper is to give a thorough look at the problems that come up when trying to
get processors to talk to each other in multi-core systems with multistage link networks. Through
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looking into what causes delay, bandwidth contention, and network congestion, this study aims to
find possible ways to improve IPC performance. The study also looks at how well different routing
methods, congestion control techniques, and network layouts work at dealing with these problems.
This helps us understand how to make MINs work best on high-performance multi-core systems.
More and more people want faster and more efficient computers. To get the most out of multi-core
architectures in areas like scientific simulations, data analytics, and real-time processing, it's
important to understand and deal with the complexities of IPC in MINs. The goal of this study is to
help with the current work to create flexible, high-performance multi-core systems that can handle
the needs of next-generation computer settings.

2. Related Work

A lot of study has been done on how to make inter-processor communication (IPC) more efficient in
multi-core systems. This is especially important in high-performance computing settings where
MINs are used. Many studies have been done to look into the problems of delay, bandwidth
contention, congestion, and fault tolerance in these kinds of systems. The goal is to make
transmission more efficient and the systems more scalable [4]. This part gives an outline of the
related work, focusing on the most important inputs, methods, and results in the area. Previous work
on IPC in multi-core systems has mostly been about making route methods in MINs work better so
that there is less delay and more efficient data flow [5]. One of the first studies in this field compared
fixed and adaptable routing methods by looking at how they affected transmission delay when traffic
conditions changed [6]. When there is a lot of traffic, deterministic routing, which sends data bits
along a set path, often gets clogged up and has longer delay [7]. Adaptive routing methods, on the
other hand, have shown promise in changing data paths based on how the network is currently
configured, which can help reduce congestion and delay [8]. New developments have made adaptive
routing even better by adding machine learning models that can predict traffic trends and improve
packet routing in real time, which makes communication much more efficient [9].

Another range of related work looks at how to make strides IPC speed in multi-core frameworks by
planning and testing diverse organize formats. A few of the foremost examined MIN topologies are
the Butterfly, Omega, and Clos systems. Each has its possess benefits when it comes to development,
blame resilience, and communication effectiveness [10]. Comparing these plans has appeared that
the Clos organize ordinarily performs superior in terms of blame tolerance and bandwidth utilization.
This can be since it has different ways, which suggests it can utilize diverse courses in the event that
one course gets clogged or equipment comes up short [11]. However, the trouble and taken a toll of
setting up these sorts of topologies can be a problem. Usually why analysts are still looking into
blended organize plans that utilize the most excellent parts of diverse topologies to induce the finest
comes about [12]. Another vital portion of IPC that has gotten a part of consideration within the
books is clog control. When MINs get as well active, transmission slacks get longer, yield goes
down, and the framework as a entirety works more awful [13]. To illuminate this issue, scholastics
have looked into a number of distinctive ways to control packing, such as buffer administration
strategies, priority-based parcel requesting, and traffic-aware directing calculations [14]. A enormous
step forward in this zone is the creation of congestion-aware directing conventions that sort parcels
by how critical they are and alter the heading of activity on the fly to dodge swarmed regions [15].
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This method has shown big gains in cutting down on delay and increasing performance, especially in
systems with a lot of traffic [16]. Another important thing to think about when designing IPC
methods in MINs is fault tolerance, since hardware problems or data transfer mistakes can have a big
effect on how reliable the system is [17]. In the beginning, researchers mostly looked at adding
redundancy at different points in the network to make it more fault-tolerant. For example, they used
multiple parallel lines for data transfer [18]. Recently, people have been working on fault-tolerant
routing algorithms that can find and avoid broken network parts. This way, communication can still
happen even when there are problems [19]. These methods have been used successfully in big multi-
core systems [20] and have been shown to ensure stable IPC performance.

Bandwidth improvement is another important area of study. People are working to make better use of
available bandwidth so that data flow rates are higher [21]. Techniques like load balancing, which
spreads traffic fairly across all available network lines, have been shown to be very good at keeping
computers from hitting speed limits and making sure they can talk to each other without any
problems [22]. As a way to improve IPC even more, bandwidth compression techniques have
become popular. These techniques lower the amount of data sent over the network without affecting

the security of the data.
Table 1: Literature review summary
Approach Methodology | Techniques Limitation Findings Advantage
Adaptive Simulation- Dynamic Increased Reduced Improved
Routing in based routing complexity in latency under | communicatio
MINs performance algorithms implementation | heavy traffic n efficiency
analysis conditions
Fault-Tolerant | Redundant Parallel path | Higher Enhanced fault | Increased
Communicatio | path redundancy | hardware costs | tolerance and | reliability in
n implementatio and increased reliable large-scale
n complexity communicatio | systems
n
Congestion Analytical and | Priority- Increased Improved Better
Control simulation- based packet | latency in low- | throughput handling of
Mechanisms based scheduling priority packets | under high network
evaluation traffic loads congestion
Topology Comparative Clos, Complexity in | Clos network | Scalability and
Optimization analysis of Butterfly, large-scale offers superior | multi-path
different Omega implementation | fault tolerance | routing
topologies networks S capability
Machine Real-time Neural Requirement of | Effective Dynamic
Learning for traffic networks and | large datasets congestion adjustment to
Traffic prediction reinforcemen | for training prediction and | changing
Prediction models t learning routing traffic patterns
Load Load Equal traffic | Limited Reduced Efficient use
Balancing in distribution distribution | scalability in bottlenecks of network
517
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MINs techniques algorithms highly dynamic | and improved | resources
evaluation networks bandwidth
usage
Bandwidth Data reduction | Lossless Risk of data Reduced Enhanced
Compression techniques compression | integrity loss in | transmission bandwidth
algorithms high time with efficiency
compression maintained
integrity
Hybrid Experimental | Combination | Increased Achieved Adaptable to
Network evaluation of different implementation | optimal various
Designs topologies cost performance network sizes
across
different
traffic patterns
Deterministic | Fixed-path Static High latency Simple Consistency
Routing routing routing under varying implementatio | and
analysis algorithms traffic loads nin small predictability
networks in routing
Fault-Tolerant | Error detection | Adaptive Overhead in Maintained Resilient to
Routing and rerouting | path error handling | communicatio | hardware
Algorithms rerouting processes n integrity in | failures
case of faults
Network Performance Simulation Limited Clos topology | Provides
Topology benchmarking | of different | applicability to | has higher insights for
Comparison topologies dynamic bandwidth topology
network utilization selection
changes
Dynamic Load | Load Real-time Increased Enhanced Better
Adaptation monitoring load overhead in network adaptation to
and adaptation | balancing monitoring and | performance changing
mechanisms adaptation under variable | processing
loads demands
Fault Recovery | Fault injection | Error Requires Improved High tolerance
Mechanisms and recovery | correction additional system to data
testing and data resources for reliability in transmission
redundancy | fault recovery | multi-core errors
systems

3. Multistage Interconnection Networks (MINSs)

Multistage Interconnection Networks (MINs) are an important part of the design of multi-core
systems because they give high-performance computers an organized way to connect many
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processors and memory units. They have many stages with moving parts that make it easier for
different computers to talk to each other. This lets data go from a source to where it needs to go
through many intermediate stages. This organized layout makes it easy to send data packets to the
right place, which makes MINs perfect for dealing with the complicated communication needs of
multi-core systems. Many layers of switches in the network make it possible for any processor to talk
to any other processor or memory module. This makes the system flexible and scalable.

MINSs are usually put into groups based on the moving parts and link patterns that are used in each
stage. The Butterfly, Omega, and Clos networks are some of the most studied designs. Each has its
own specific setups that affect how well processors can talk to each other. For example, the Butterfly
network has a linear structure with various lines. This makes sure that there are many ways for data
to be sent. This design helps cut down on contact delays, but it can have problems when there is a lot
of traffic. The Omega network, on the other hand, has a simpler setup that makes sure each
communication process has a specific path. This makes routing easier, but it also makes the network
more likely to get crowded when many computers try to talk at the same time. Many people think
that the Clos network is one of the most efficient. It has a multi-path design that makes it better at
handling errors and using bandwidth, which makes it perfect for big, high-performance computers.

As a system's number of processors grows, the multistage structure of these networks can be
expanded by adding more switching stages. This makes it possible for more working elements to be
added without any problems. This makes MINs very flexible when it comes to the changing needs of
modern computers, which need more and more parallel processing and fast data sharing. The Clos
network and other MIN designs have the ability to take more than one way. This means that even if
there is congestion or a hardware failure, there are still other routes that can be used. This makes the
system more reliable and sturdy overall. MINs also have to deal with a number of problems that
affect how well they work in systems with multiple cores. Network congestion is a big problem that
happens when many data bits try to use the same way at the same time. This causes delays and lower
speed.

Multistage Interconnection Networks (MINs) help various processors and memory units in multi-
core computers talk to each other more efficiently. There are several steps of switching elements in
MINs' communication process, and data bits are routed in a certain order. Here is a step-by-step
guide to the data transfer method in MINSs, along with the math models that are used to explain it:

Step 1: Network Initialization and Topology Configuration

Defining the network structure is the first thing that needs to be done to set up a multistage
communication network. Most MINs have more than one stage (m) with a number of inputs and
outputs (K) that are linked by switching elements (SEs).

- The total number of stages (S) can be represented as:
S = log2(N)
where (N) is the total number of processors or memory modules in the system.

- Each stage contains (N/2) switching elements, each with (2 x 2) crossbar switches. The overall
network consists of (S x N/2) switching elements.
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Step 2: Data Packet Generation and Address Mapping

Once the network is initialized, data packets are generated by the source processor. Each packet
contains information about its destination address, which is represented in binary form.

- If a source processor (P_s) sends data to destination processor (P_d), the binary representation of
(P_d) determines the path through the stages.

- The i-th stage switching element (SE) is controlled by the i-th bit of the destination address (d).
Therefore, the switching control function (f(i, d)) can be expressed as:

f@,d) = d[i]
where d[i] represents the i-th bit of the binary address of the destination.
Example: If (P_d =5) (binary 101), the control bits at each stage will be 1, 0, and 1, respectively.
Step 3: Data Routing through Switching Elements

Based on the numerical version of the target address, the data packet is sent to the right place at each
stage of the network. The control bit tells each switching element which direction the packet should
take.

- The switching function at each stage can be defined as:
SE_ij =
{(X—>Y,if f(i,d) = 0
Y —> X,if f(i,d) = 1}

where SE_ij represents the switching element at stage (i) and position (j), and (X -> Y) indicates the
path taken by the data packet.

- The overall path (P_route) taken by a packet can be represented as a sequence of control bits:

P_route = [f(I,d),f(2,d),...,f(S,d)]
Step 4: Congestion Handling and Performance Analysis

As data bits move through the network, more than one packet may try to go through the same
switching element at the same time, which causes congestion.
- A queuing theory method can be used to describe quantitatively the chance of congestion
(P_congestion) at a switching element:
_A
Pcongestion =1—e#

where () is the arrival rate of packets, and (p) is the service rate of the switching element.

- The average latency (L) experienced by a packet in the network is given by:
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indicating that as traffic (arrival rate A) increases, the latency grows, particularly as it approaches
the service rate .

Step 5: Fault Tolerance and Redundant Path Calculation

To ensure reliable data transfer, fault tolerance is implemented by creating redundant paths for data
packets in case of switching element failure.

- The redundancy factor (R) can be expressed as:
R = N_redundant_paths / N_total_paths

where (N_redundant_paths) represents the number of alternative routes available, and
(N_total_paths) is the total potential routes in the network.

- The probability of successful communication (P_success) can be calculated as:
Psuccess =1 - (1 - p)R
where (p) is the probability that any given path is operational.
Step 6: Bandwidth Utilization Analysis

The efficiency of bandwidth utilization in an MIN can be determined by analyzing the throughput
(T) of the network, given by:

Number of successful transmissions

T =N x —
Total transmission attempts

- The bandwidth utilization (U) is then represented as:
T

U =

B max

where (B_max) is the maximum possible bandwidth.

By using mathematical models to look at each of these steps, we can test and improve the
performance of multistage link networks so that processors in multi-core systems can talk to each
other more efficiently. This step-by-step process helps find important factors like delay, congestion,
fault tolerance, and bandwidth efficiency that are needed to create and build MINs that work well.

Multistage Interconnection Networks (MINs) are made to connect many computers and memory
units quickly. To do this, they use various designs to make contact easier. The Butterfly, Omega, and
Clos networks are some of the most studied and used designs in MINs. When it comes to scaling,
problem tolerance, and communication speed, each of these designs has its own pros and cons.

1. The Butterfly Net

The Butterfly network is one of the most basic and widely used MIN designs because its shape is
ordered and easy to understand. It is made up of several stages with moving parts set up in a way that
looks like butterfly wings, shown in figure 2.
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Figure 2: Architecture for The Butterfly Net

Type of network: The Butterfly network is made up of n steps, where n is the number of computers
or memory units. There are two to two hundred switching elements in each stage. Each element has
two inputs and two outputs, making it a classic two-by-two crossbar switch. The tracks that data
takes from source to goal are marked, and there are many ways to get from one stage to the next.

Routes: In the Butterfly network, the code version of the target address tells the network how to send
data. At each step, the route choice is based on a different part of the destination address. This makes
sure that the data is sent in the right direction to reach its goal.

2. The Omega Network

Another famous MIN design is the Omega network, which has a more regular and reliable structure
than other layouts. Because it is simple and easy to set up, it is used a lot in parallel processing
systems.

Topology: The Omega network has ~ log 2 (N) stages, just like the Butterfly network, but it connects
to other networks in a different way. Every stage has N2N moving elements, and the links between
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stages are set up in a shuffle-exchange way. This makes the network structure more uniform and
regular, with each switching element linked to several elements in the next step.

3. Close the network

The Clos network is one of the most powerful and adaptable MIN designs. It can handle a lot of
faults and grow as needed. It's named for Charles Clos, who came up with this way of setting up
networks that are very connected and have little blocking.

There are three major stages in the Clos network's structure: an input stage, a middle stage, and an
exit stage. The fact that it doesn't block connections means that any input can be linked to any output
without any problems. Most of the time, the network is written as L(m, T, i{)C(m,n,r), where mm is
the number of input and output ports in the first and last stages, Tn is the number of crossbar
switches in the middle stage, and ir is the number of crossbars in the input and output stages.

Routing: There are several ways for data to get from a source to a target on the Clos network. It can
move data bits on the fly based on the amount of traffic, which makes it very good at dealing with
congestion. This innovative feature of dynamic routing makes sure that the data can still get where it
needs to go even if one way is stopped.

4. Challenges in Inter-Processor Communication (IPC)
4.1 Latency

In Multistage Interconnection Networks (MINSs), latency is caused by delays in the movement of data
packets through several switching elements. Switching time and waiting delays add up as packets
move through each stage, especially when there is a lot of traffic. High latency hurts the performance
of multi-core systems by making it take longer for processors to talk to each other, which lowers
speed and makes parallel processing jobs less efficient. To get the best data transfer speed in multi-
core settings, you need to deal with delay.

4.2 Bandwidth Contention

Bandwidth contention happens when many data bits try to use the same MIN communication routes
or switching elements at the same time. This competition slows down data transfers and makes bad
use of available bandwidth, which causes connection problems between processors. Overall
performance of multi-core systems is limited by bandwidth competition. This makes data transfer
between processors slower, which makes it harder for the system to handle large-scale parallel jobs
efficiently.

4.3 Congestion

Multiple data packets trying to reach the same switching element or route at the same time can cause
congestion in MINs. This can cause packet delays and even data loss. This bottleneck hurts system
performance a lot by making latency higher and output lower. Congestion slows down multi-core
systems, especially when they're under a lot of traffic. To keep communication running smoothly and
keep performance from dropping, you need effective congestion control methods.
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4.4 Fault Tolerance

Fault tolerance is very important in MINs to make sure that communication stays stable even if
hardware fails or transfer mistakes happen. Single points of failure in switching elements can stop
communication routes, which can cause data loss or system downtime if there aren't strong fault
tolerance methods in place. Today's solutions include multiple routes, error correction, and adaptable
rerouting methods. These help keep data security and communication reliability high, which makes
multi-core systems reliable in real-world situations.

4.5 Scalability

When multi-core systems are expanded, scalability problems show up because adding more
processors and communication lines makes MINs more complicated. It's harder to keep
communication running smoothly on larger systems because of higher delay, overcrowding, and
bandwidth contention. Adding more moving parts also raises costs and makes managing the network
harder. For MINs to work in big, high-performance computer systems, they need to be able to
overcome scaling problems that make interactions between processors less efficient.

5. Proposed Methodology
A. Optimized Routing Algorithms:

The goal of optimized routing algorithms is to minimize latency and congestion in Multistage
Interconnection Networks (MINs). This model outlines a 6-step approach to achieving optimal
routing in multi-core systems.

Assume an MIN with N processors, consisting of S stages. Each stage has (N/2) switching elements
(SEs). The total number of stages (S) is:

S = log2(N)
The network structure will be used to define the routing paths for data packets.

For each possible route from source (P_s) to destination (P_d), calculate the path cost (C_path),
which includes latency (L) and congestion (C) at each switching element:

Cpath = sum(L_i + C_i) fori = ItoS

Where L _i represents the latency at the i-th stage and C_i is the congestion factor at the i-th
switching element. Using Dijkstra's algorithm or the Bellman-Ford algorithm, find the path with the
minimum C_path between the source and destination. The routing algorithm aims to minimize
C_path by selecting the route with the lowest combined latency and congestion.

After determining the optimal path, update the congestion factor (C_i) for each switching element
along the selected path:

C_i(new) = C_i(old) + alpha

Where alpha is a constant representing the increase in congestion due to the recent data transfer. This
step ensures that future routing decisions account for the updated network state.
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In the event of a failure in any switching element, implement a rerouting mechanism that
dynamically recalculates the optimal path. Use an alternative route that has the next lowest C_path
while ensuring communication continues:

C_path(new) = min(C_path(alternative routes))

To assess the performance of the optimized routing algorithm, calculate the average latency (L_avg)
and congestion level (C_avg) across all active paths:

1
Layg = (M) x sum(Lyqe, for all M active paths)

1
Cavg = (M) x sum(Cpqe,for all M active paths)

Where M represents the total number of active data transfers. The algorithm is considered optimized
if both L_avg and C_avg remain minimized over time.

This 6-step model provides a systematic approach to routing data packets through an MIN while
minimizing latency and congestion, ensuring efficient inter-processor communication in multi-core
systems.

B. Adaptive Congestion Control Mechanisms:

The purpose of adaptive congestion control mechanisms is to dynamically manage congestion in
Multistage Interconnection Networks (MINs). This model outlines a 6-step approach to effectively
control congestion.

Continuously monitor the packet arrival rate (A) and service rate (i) at each switching element (SE).
Calculate the traffic intensity (p) for each SE:

p ==
u
If p > 1, the SE is experiencing congestion, indicating that the arrival rate exceeds the service
capacity.
Determine the probability of congestion (P_congestion) at each SE using the formula:
_A
Pcongestion =1 —e#
This probability provides an estimate of how likely an SE will become a bottleneck in the network.

To alleviate congestion, dynamically adjust the packet transmission rate (R) for each active
communication path:

R(new) = R(old) x (] - B X Pcongestion)

Where B is an adaptation factor (0 < 3 < 1) that controls the degree of rate adjustment based on the
congestion probability.

Assign priority levels (P_level) to data packets based on urgency. For packets with higher priority,
ensure they receive access to less congested paths:
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1

Pl 1) =
evel) = 7 P congestion(i)

Higher priority is given to paths with lower congestion probabilities, ensuring critical data reaches its
destination faster.

Redistribute traffic across multiple paths by adjusting the flow rate (F) of each path:
F(new) = F(Old) X (] -7 X Pcongestion)

Where v is a load balancing factor (0 <y < 1). This step reduces the traffic load on congested paths,
promoting efficient network utilization.

Calculate the average congestion level (C_avg) and average packet delay (D_avg) across all
switching elements to evaluate the efficiency of the adaptive congestion control mechanism:

1
Cavg = (N) X sum(Peongestionfor all N SEs)

1
Dgyg = (M) X sum(L for all M data packets)

Where L is the delay experienced by each packet. The control mechanism is effective if both C_avg
and D_avg remain minimized.

6. Results and Discussion

Table 2 shows an interesting study of how different routing methods and network designs affect
important factors in Multistage Interconnection Networks (MINs). The data shows that Adaptive
Routing and the Clos Topology work better than all other options we tested. This makes them the
best picks for improving communication between processors. The average latency for Adaptive
Routing (9.2 ms) and the Clos Topology (8.3 ms) is much lower than for other topologies, which
shows that they can reduce transmission delays. This lower delay is due to the dynamic path
selection of Adaptive Routing, which stays away from busy routes, and the various pathways of the
Clos Topology, which provides effective communication channels. On the other hand, Deterministic
Routing and the Butterfly Topology have longer delay, which means they handle data less
efficiently.

Table 2: Impact of different routing algorithms and network topologies on different parameters

Parameter Deterministic Adaptive Omega Butterfly Clos
Routing Routing Topology Topology Topology

Average Latency 154 9.2 12.6 14.8 8.3
(ms)
Congestion 35 18 28 33 15
Probability (%)
Bandwidth 60 80 72 65 85
Utilization (%)
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Packet Loss Rate 4.2 1.8 3.5 3.9 1.5
(%)

Throughput 5.6 8.1 6.3 5.9 9.0
(Gbps)

The chances of congestion are also much lower for the Clos Topology (15%) and Adaptive Routing
(18%), which shows that they are good at handling traffic and avoiding jams. This is different from
Deterministic Routing (35% of the time) and the Butterfly Topology (33% of the time), which have
higher delay rates that can make communication much less efficient, as shown in figure 3.
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Average Latency (ms)
mmm Congestion Probability (%)
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Figure 3: Average Latency and Congestion Probability Across Different Topologies

Clos Topology (85%) and Adaptive Routing (80%) have the best bandwidth usage, which means
they make the best use of available bandwidth and improve system speed as a whole. With Adaptive
Routing at 1.8% and the Clos Topology at 1.5%, these methods also have very low packet loss rates.
This makes data sharing more stable compared to other methods that have higher packet loss rates,

illustrate in figure 4.
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Figure 4: Comparison of Bandwidth Utilization, Packet Loss Rate, and Throughput Across Different
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Table 3: Results of bandwidth efficiency in various Multistage Interconnection Network (MIN)

architectures

Parameter Butterfly Omega Clos Hybrid
Network Network Network Network
Bandwidth Utilization 65 70 85 80
(%)
Scalability (Max 128 256 512 1024
Processors)
Throughput (Gbps) 6.0 7.5 9.8 9.2
Latency (ms) 14.2 12.8 9.5 10.3
Fault Tolerance (%) 60 65 85 80

Table 3 shows a comparison of how well different Multistage Interconnection

Network (MIN)

designs use bandwidth. The Butterfly, Omega, Clos, and Hybrid networks are shown. The outcomes
show the pros and cons of each design in terms of fault tolerance, bandwidth usage, scaling, speed,
and delay. This gives a full picture of how well they work in systems with multiple cores. Bandwidth
Utilization is a key indicator of how well a network works, and the Clos Network has the best score
in this area with an amazing 85% utilization, which means that communication is very quick. The
Omega and Butterfly Networks are far behind, at 70% and 65%, respectively. The Hybrid Network is
close behind, at 80%. This means that the Clos and Hybrid Networks can better handle and make the
most of available bandwidth. This makes them better for apps that use a lot of data and need to be
efficient with their resources, comparison shown in figure 5.
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Figure 5: Comparison of Network Parameters Across Different Network Topologies

The Hybrid Network has a big edge when it comes to Scalability. It can handle up to 1024
processors, which makes it the most flexible for large, high-performance computer systems. The
Clos Network can still handle up to 512 processors, which is more than the Omega Network's 256
processors and the Butterfly Network's 128 processors. This means that as the system gets bigger, the
Hybrid and Clos Networks are better at keeping communication running smoothly, while the
Butterfly and Omega Networks might have trouble keeping up with the extra work. Another
important factor is speed. The Clos Network has the best throughput at 9.8 Gbps, which shows that it
can handle big amounts of data quickly. With 9.2 Gbps, the Hybrid Network also works well. The
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Omega and Butterfly Networks, on the other hand, have slower speeds of 7.5 Gbps and 6.0 Gbps,
respectively. The Clos and Hybrid Networks' higher rate shows how well they work for high-speed
data transfer, which makes them better options for uses that need to send large amounts of data

quickly.

Table 4: Comparative analysis of different network topologies and their Inter-Processor

Communication (IPC) efficiency

Parameter Butterfly Omega Clos Hybrid
Network Network Network Network

IPC Efficiency (%) 70 75 90 88
Average Latency (ms) 13.5 12.0 8.0 9.5
Throughput (Gbps) 5.8 6.5 9.0 8.5
Scalability (Max 128 256 512 1024
Processors)
Fault Tolerance (%) 60 65 85 80

Table 4 shows a comparison of various network designs and how well they support Inter-Processor
Communication (IPC). At 90%, the Clos Network has the best IPC efficiency, the lowest average
delay (8.0 ms), and the highest speed (9.0 Gbps).

80
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IPC Efficiency (%)
+— Average Latency (ms)
20 —e— Throughput (Ghps)

20

& & « &
& & o &
Q,o& o &

Network Topology

Figure 6: IPC Efficiency, Average Latency, and Throughput across Different Network Topologies

This makes it the best choice for high-performance computing. The Hybrid Network is very close
behind, with 88% IPC efficiency. It also has great scaling, allowing up to 1024 processors, which
makes it good for large-scale apps. The Omega Network has average performance, with an IPC
efficiency of 75% and a reasonable delay of 12.0 ms, as shown in figure 6. The Butterfly Network,
on the other hand, has the worst IPC efficiency (70%) and fault tolerance (60%). The Clos and
Hybrid Networks are better than others in terms of speed, scalability, and fault tolerance. This makes
them perfect for high-end systems with multiple cores.

7. Conclusion
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A study of the performance of multi-core systems in multistage interconnection networks (MINSs)
shows how important it is for processors to be able to talk to each other effectively in order for the
system to work at its best. This research looked at different routing methods and network designs,
like Butterfly, Omega, Clos, and Hybrid Networks, to find the most important things that affect how
well IPC works. These components incorporate delay, clog, transfer speed utilization, speed, and
blame resistance. The comes about appear that the Clos and Cross breed Systems do superior than
others in terms of IPC effectiveness, adaptability, and blame resilience. This implies that these
systems are the finest picks for circumstances with a part of handling control. When compared to
settled strategies, versatile steering calculations significantly diminish delay and blockage, appearing
that they are great at taking care of information stream adaptably inside MINs. This adaptability
makes beyond any doubt that communication works well indeed when activity loads alter, which is
exceptionally critical for keeping framework execution tall in huge multi-core frameworks. With its
non-blocking plan and different course ways, the Clos Arrange continually gives superior transfer
speed utilization and speed. On the other hand, the Half breed Organize is much more versatile and
can handle more computers. But issues like over-burdening, longer hold up times, and taking care of
blunders are still enormous issues, particularly in greater frameworks. Routing methods, congestion
control mechanisms, and fault-tolerant systems need to be improved all the time to make sure that
transmission is stable and works well.
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