Abstract:
In terms of impacts on ecosystems, industry, people, and flora and fauna, water quality is paramount. Contamination and pollution have degraded water quality in recent decades. Predicting WQC and Water Quality Index (WQI) is the problem of this article; WQI is an important measure of water validity. This research use machine learning approaches to forecast WQI and WQC, and it does so by optimizing and tweaking the parameters of several machine learning models. Parameter optimization and tuning for four classification models and four regression models both make use of grid search, an essential tool in both contexts. To forecast WQC, classification models such as Random Forest (RF), Extreme Gradient Boosting (Xgboost), Gradient Boosting (GB), and Adaptive Boosting (Ada-Boost) are used. Predicting WQI is done using regression models such as K-nearest neighbour (KNN), decision tree (DT), support vector regression (SVR), and multi-layer perceptron (MLP). Data normalization and data imputation (mean imputation) were also executed as pretreatment steps to suit the data and make it convenient for any further processing. Seven characteristics and ninety-one cases make up the dataset used for this research. Five evaluation measures were calculated to evaluate the classification systems' effectiveness: accuracy, recall, precision, Matthews' Correlation Coefficient (MCC), and F1 score. A total of four evaluation metrics were calculated to measure the efficacy of the regression models: MAE, MedAE, MSE, and R2. The results of the testing showed that the GB model yielded the most accurate predictions of WQC values (99.50%), making it the top performer in terms of categorization. The experimental findings show that the MLP regressor model got a value of 99.8 percent R2 when predicting WQI values, making it the best performing model in regression.
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1. INTRODUCTION

To stay alive, water is an absolute must-have for all forms of life on Earth, including humans. Ensuring sufficient water quality is of the utmost importance for the survival of these creatures. Excessive pollution might have a devastating effect on aquatic animals' chances of survival and perhaps put their lives in jeopardy. A variety of natural water sources, such as rivers, lakes, and streams, may be evaluated according to specific quality requirements. To keep ecosystems in their natural state, water must meet certain criteria for various uses; for example, irrigation water must not be too salty and must not include pollutants that harm soil and plants. Furthermore, certain characteristics are necessary for industrial processes' water to fulfill their specific demands. Although surface and groundwater are naturally occurring and relatively affordable sources of freshwater, they are also susceptible to contamination from human and industrial activities. This is since it supplies data that is essential for managing and protecting predicting future water quality is a major challenge for environmental scientists. Quality prediction has been done using the use of physical principle-based simulations or empirical models, both of which may be resource-intensive and time-consuming. Conversely, with the advent of cutting-edge machine learning techniques, there has been a noticeable uptick in interest in the process of creating accurate and reliable models for water quality predictions. This study delves at the potential of machine learning algorithms to predict turbidity, pH, and dissolved oxygen concentration—indicators of water quality in various aquatic systems. We assess the relevant literature, review the relevant research, and then present case examples that show how well machine learning models predict water quality parameters. We also go over the limitations and downsides of using machine learning for this purpose. Machine learning may revolutionize water quality prediction, according to our findings, paving the way for better, more efficient use of water resources. This may be possible because to machine learning's revolutionary potential in water quality prediction.

2. LITERATURE REVIEW

Water quality index (WQI) and water quality class (WQC) prediction using machine learning algorithms is an expanding field of study. These algorithms are applied to a variety of water quality measures, including turbidity, total suspended solids (TSS), and dissolved oxygen (DO). The research of this topic is called "water quality prediction using machine learning." Scientists have trained and evaluated several algorithms using information sourced from a wide variety of locations and water sources. The research paper "Machine Learning-Based Ensemble Prediction of Water-Quality Variables" provides an example. "Using Feature-Level and Decision-Level Fusion with Proximal Remote Sensing" demonstrated the efficacy of machine learning regression methods and decision-level fusion in predicting water-quality attributes using data from three disparate Midwest bodies of water. This research was titled "Machine Learning-Based Ensemble Prediction of Water-Quality Variables." Similarly, the use of data from Norway's Brusdalsvatnet Lake in the paper "Emulating process-based water quality modeling in water source reservoirs using Machine Learning" demonstrates that the Long Short-Term Memory (LSTM) model, a subset of Machine Learning (ML), can effectively substitute process-based hydrodynamic and water quality models for use in water source management. These models were used to replicate the lake's water quality. The research study titled "Water Quality Prediction Using Machine Learning" used a dataset maintained
by the Central Pollution Control Board of India (CPCB) to evaluate the efficacy of several machine learning algorithms in predicting water quality. Based on data from the Directorate of Water Resources (DRE) of the State of Illizi, eight artificial intelligence algorithms were evaluated in the paper "Performance of machine learning methods in predicting water quality index based on the irregular data set: application on Illizi Region (Algerian Southeast)" to generate WQI predictions in the Illizi region, southeast Algeria. The data was supplied by the Directorate of Water Resources in the State of Illizi.

3. METHODOLOGIES

The following is a rundown of each process that goes into the production of our model:

Problem Identification: At this juncture, the objective is to find the issue statement. The task at hand is to use machine learning to forecast water quality.

```
1 Input: x = [x0...xn];
2 y = label encoder(x);
3 x ← filter(y);
4 m ← samples, np.arr;
5 TRUE ≠ ← TruePositive;
6 FALSE ≠ ← FalseNegative;
7 FALSEP ← FalsePositive;
8 FALSE ≈ ← FalseNegative;
9 Features ≈ ← x, y;
10 Accuracy = TRUE ≠ / TRUE ≠ + FALSE ≠;
11 Precision = TRUE ≠ / TRUE ≠ + FALSEP;
12 Recall = TRUE ≠ / TRUE ≠ + FALSE ≈;
13 F1-Score = 2 * Precision * Recall / (Precision + Recall);
14 Activation = [Accu, Prec, Recu, F1 - Sco, Sensi, Speci];
15 while y # 0
16   if x_or is Potable then
17     Accu ← TRUE ≠ / TRUE ≠ + FALSE ≠;
18     Preci ← TRUE ≠ / TRUE ≠ + FALSEP;
19     recu ← TRUE ≠ / TRUE ≠ + FALSE ≈;
20     f1-sco ← 2 * Precision * Recall / (Precision + Recall);
21     Sensi ← TRUE ≠ / TRUE ≠ + FALSE ≈;
22     Speci ← FALSE ≈ / FALSE ≈ + TRUE ≠;
23   else
24     Accu ← TRUE ≠ / TRUE ≠ + FALSE ≠;
25     Preci ← TRUE ≠ / TRUE ≠ + FALSEP;
26     recu ← TRUE ≠ / TRUE ≠ + FALSE ≈;
27     f1-sco ← 2 * Precision * Recall / (Precision + Recall);
28     Sensi ← TRUE ≠ / TRUE ≠ + FALSE ≈;
29     Speci ← FALSE ≈ / FALSE ≈ + TRUE ≠;
30 Fig 1. Algorithm for water quality classification
```

Data Extraction: To analyse, store, or process data at a separate location, data extraction involves gathering information from one or more sources. Our data was retrieved from the website in relation to the current condition.

Data Preprocessing: Improving the quality of data analysis is mostly dependent on processing the data. To generate valuable and applicable information, "data processing" involves collecting and transforming different parts of data.
Dealing with missing values: To fill in data that is lacking, there are a number of options. Most often, people will use means as a technique to deal with numerical columns that have missing values. However, means may not always be the best option when dealing with data that contains outliers. Therefore, the outliers must be addressed before the mean replacement method is used.

Water Quality Index (WQI): “One comprehensive metric for water quality that takes all these aspects into account is the Water Quality Index (WQI). There have been nine different parameters used in the past to determine the WQI. When trying to determine the WQI in practice, Formula (1) is usually used.

\[
\text{WQI}_1 = \frac{\sum_{i=1}^{n} q_i x w_i}{\sum_{i=1}^{n} w_i}
\]

Data Visualization: Data visualization refers to the act of presenting data visually to facilitate the discovery of trends, patterns, correlations, and other insights contained within the data (Fig. 2).

Correlation Analysis: It is possible to find the likely correlations between many factors with the use of a correlation matrix, which evaluates the correlation coefficients. You can see every possible value pairing in the table. Looked examined in the heatmap that the correlation created It is clear from looking at the study’s Figure 3 that the correlation between all the characteristics is weak. Consequently, extracting any of the dataset's attributes is unnecessary.
4. DATASET

The dataset used for this study is available at https://www.kaggle.com/datasets/anbarivan/indian-water-quality-data. Several sites along rivers and lakes in India were surveyed between 2015 and 2022 for the dataset. To ensure the water is safe to drink, the Indian government gathered this data. In all, there are 2024 occurrences and 7 characteristics in the dataset. Dissolved oxygen, pH, conductivity, biological oxygen, nitrate, fecal coliform, and total coliform are included in the dataset. Characteristics of the data set include an indicator of the amount of oxygen dissolved in water, which is necessary for the survival of aquatic organisms, is dissolved oxygen. The pH scale indicates the degree of acidity or basicity of water by measuring its acidity or alkalinity. How well it of water, which provides data on the presence of dissolved solids and assesses its ability to conduct electrical current. An indicator of the level of organic pollution, the Biological Oxygen Demand (BOD) measures the amount of dissolved oxygen that microorganisms in water ingest. The Nitrate, which looks at the concentration of nitrate ions in water, which can be an indication of sewage or fertilizer contamination. Due to its reflection of the presence of coliform bacteria in the water, Fecal Coliform is a sign of faecal contamination. The sum of all coliform bacteria, whether they originate from feces or somewhere else, is known as total coliform. To ensure the dataset was usable and of high quality for the research, some preprocessing procedures were carried out. Both outliers and missing values are common in real-world datasets, and both procedures must be addressed. There is a lack of information on the data pretreatment phases in the provided context. Furthermore, statistical calculations on the dataset properties were also a part of the research (Table 2). In order to learn more about the distribution and characteristics of the data, these calculations may use metrics like the mean, standard deviation, minimum, maximum, and quartiles. In addition, as shown in Figure 5, the dataset's feature correlation matrix was examined. To find out whether there are any major connections or dependencies between the traits, the correlation matrix looks at how they relate to one another.
Table 1 Statistical calculation of the features

<table>
<thead>
<tr>
<th></th>
<th>Cnt</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissolved_oxygen</td>
<td>1991</td>
<td>6.392637</td>
<td>1.322515e + 00</td>
<td>0.0</td>
<td>5.95</td>
<td>6.70</td>
<td>7.2</td>
<td>11.4</td>
</tr>
<tr>
<td>PH</td>
<td>1991</td>
<td>112.0906</td>
<td>1.875150e + 03</td>
<td>0.0</td>
<td>6.9</td>
<td>7.30</td>
<td>7.7</td>
<td>67115</td>
</tr>
<tr>
<td>Conductivity</td>
<td>1991</td>
<td>1786.466</td>
<td>5.517290e + 03</td>
<td>0.4</td>
<td>79</td>
<td>187.63</td>
<td>620.5</td>
<td>65700</td>
</tr>
<tr>
<td>Biological_oxygen</td>
<td>1991</td>
<td>6.940049</td>
<td>2.908065e + 01</td>
<td>0.1</td>
<td>1.20</td>
<td>1.90</td>
<td>3.9</td>
<td>534.5</td>
</tr>
<tr>
<td>Nitrate</td>
<td>1991</td>
<td>1.623079</td>
<td>3.852301e + 00</td>
<td>0.0</td>
<td>0.28</td>
<td>0.62</td>
<td>1.62307</td>
<td>108.7</td>
</tr>
<tr>
<td>Fecal_coliform</td>
<td>1991</td>
<td>362.5293</td>
<td>8.038067e + 06</td>
<td>0.0</td>
<td>41</td>
<td>313</td>
<td>4950.5</td>
<td>27252</td>
</tr>
<tr>
<td>Total_coliform</td>
<td>1991</td>
<td>533.6871</td>
<td>1.375409e + 07</td>
<td>0.0</td>
<td>118</td>
<td>542</td>
<td>2929</td>
<td>51109</td>
</tr>
<tr>
<td>WQI</td>
<td>1991</td>
<td>75.64109</td>
<td>1.359473e + 01</td>
<td>19.3</td>
<td>67.38</td>
<td>78.74</td>
<td>83.7</td>
<td>99.8</td>
</tr>
</tbody>
</table>

Fig 4 Heatmap before and after removing missing values.
The heatmap that may be found below (Fig. 4) displays the correlation that exists between the various characteristics.

Data Splitting: Separating the data into a training set and a testing set is an essential first step in evaluating the machine learning model's performance. To facilitate testing and training, the dataset was partitioned into two halves, with 33% of the data utilized for testing and 67% for training. For the model to make predictions or draw conclusions, it is necessary to establish a relationship between the dependent and independent factors. The results of the tests are then used to measure the machine learning algorithm's efficacy. Data partitioning allows it to compute accuracy metrics to evaluate the model's performance before applying it to real-world scenario simulations.

5. PREDICTION OF WATER POTABILITY USING ML ALGORITHMS.

Algorithm: The estimate of the water's potability was done using machine learning algorithms to attain this aim. We used algorithms to do both the classification and the regression. Several algorithms were used during our research.

Logistic Regression: The goal of this regression model is to use the values of the independent variables to estimate the probability of a certain outcome. While compared to linear regression, logical regression considers the logarithm of the outcome variable's probability while making predictions. When the dependent variable is continuous, linear regression is the method of choice for data analysis. The dependent variable may be described as a function of the independent variables by this transformation, but its range of values is restricted to just those between 0 and 1.

As shown in (2), the sigmoid function is utilized in the process of doing analysis in logistic regression.

\[ g(z) = \frac{1}{1 + e^{-x}} \]
Support Vector Machine: Data classification, regression analysis, and outlier identification are all accomplished with the help of Support Vector Machines (SVM). In order to effectively partition the data into many groups, support vector machines (SVMs) are used. A hyperplane is a plane or route that maximizes the distance between two classes. How far away from the hyperplane each class's data points are from the hyperplane is what the margin is.

Decision Tree Classifier: Classification problems are often addressed by this kind of supervised learning technique, which is extensively used in machine learning. The choices and their related results are represented in a tree-like structure. Every node in the tree stands for a feature, and the values linked to that feature are grouped along each branch. The input instances are represented by the classes or categories that the tree's leaves represent.

Random Forest Classifier: Using a randomly selected sample of the training data and input attributes at each node, this classifier builds a succession of decision trees. This improves the tree's ability to forecast future data. The model's performance is enhanced in terms of its generalizability, thanks to the randomization that helps to minimize overfitting. The final forecast is either derived by averaging the forecasts of all the decision trees in the forest or by determining which predictions were most heavily voted. Each decision tree in the forest is trained independently.

XGBoost Classifier: The acronym XGBoost stands for "Extreme Gradient Boosting," the name of a multi-server distributed scalable machine learning algorithm. Specifically, it makes use of the GBDT algorithm. Some of the problems it can solve include regression, classification, and ranking. By far, the best machine learning framework out there.

AdaBoost Classifier: As part of an Ensemble Method, the boosting strategy called "Adaptive Boosting," or "AdaBoost," is used in machine learning. "Adaptive Boosting" is a possible acronym
for "AdaBoost." It is called "Adaptive Boosting" because it reassigns weights to each instance, giving more weights to instances that were incorrectly categorized. For the simple reason that doing so has the potential to increase the classification's overall accuracy.

K Neighbors: Based on the principle of supervised learning, K-Nearest Neighbor is among the most fundamental machine learning algorithms. Assuming the new instance or data is like existing cases is the operating assumption under which the K-NN technique functions. For each category, a new instance is created if it is most like an existing instance for that category. To properly categorize new data points, the k-NN algorithm must first recall all of the existing data and then use their similarity to previous data to determine how to do it. What this implies is that the K-NN method can readily sort newly acquired data into the correct suite category.

![Fig 7 accuracy score](image)

**Measure:** If you want to know what factors were considered while judging the model's efficacy, you may find them in the following list.

**Precision:** is the ratio of the number of contextual interpretations to the number of properly classified occurrences within a classifier. A measure of the level of accuracy associated with false alarms is FP, and TP, an abbreviation for "positive class," is calculated using Equation (3). Both ideas pertain to precision.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

**Accuracy:** The most intuitive statistic is this one: it shows how many occurrences out of all the examples in the dataset have been properly classified, relative to the total number of examples. A dataset's accuracy may be determined by dividing its total occurrences by its true positive and true negative counts (which include all positive and negative values as well as any false positives or negatives) (Equation 4).
\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

Recall: This metric has several names, such as sensitivity or the true positive rate. By calculating the true positive percentage, it finds out what fraction of the dataset's genuine positives are accurate positives. Equation 5 states that it may be calculated by dividing TP by the sum of TP and FN. Recall is useful when we want to find all positive examples with few false negatives.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

F1 Score: When it comes to accessibility and precision, this is the sweet spot. It is a helpful statistic when both recall and accuracy should be considered since it finds a middle ground between the two. It is calculated as shown in Equation 6. F1 scores may be anything from 0 (very bad) to 1 (very good).

\[
\text{F1 Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Results for Algorithms: We used all the previously mentioned strategies to build the dataset-based regression and classification model. To evaluate the model, the hyperparameter tweaking method was used.

Table 2 comparison of different classifiers

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 SVM</td>
<td>0.688540</td>
</tr>
<tr>
<td>2 XGBoost</td>
<td>0.670980</td>
</tr>
<tr>
<td>3 KNeighbours</td>
<td>0.653420</td>
</tr>
<tr>
<td>4 Decision Tree</td>
<td>0.645102</td>
</tr>
<tr>
<td>5 AdaBoost</td>
<td>0.634011</td>
</tr>
<tr>
<td>6 Logistic Regression</td>
<td>0.628466</td>
</tr>
<tr>
<td>7 Random Forest</td>
<td>0.628466</td>
</tr>
</tbody>
</table>

Fig 8 Accuracy score
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Hyperparameter Tuning

When it comes to machine learning models, "hyperparameter tuning" refers to finding the sweet spot for each model's hyperparameters. Here, we talk about "hyperparameter tuning." The learning rate is a hyperparameter. The batch size, hidden layer count, and neuron count per hidden layer are some more examples. Because these model parameters cannot be learned during training, they must be supplied before training begins. Hyperparameter tweaking may be accomplished in several ways. Manual tuning, random search, grid search, and Bayesian optimization are a few examples of these strategies.

**GridSearchCV:** The user is asked to submit a grid of possible hyperparameters before GridSearchCV searches exhaustively over all possible combinations of those hyperparameters. For every conceivable combination of hyperparameters, GridSearchCV runs a cross-validation test on the training data to assess the model's performance. The ideal hyperparameters are those that provide the greatest results in terms of performance.

**RandomizedSearchCV:** creates a set of hyperparameter combinations by randomly selecting from each of the distributions that are described for each hyperparameter. In order to evaluate the efficacy of a model, RandomizedSearchCV employs a technique known as cross-validation on the training data. This process is repeated for every conceivable combination. The hyperparameters that provide the greatest results are chosen as the best.

**Bayesian optimization:** Using probabilistic models, Bayesian optimization guides the search for the optimum hyperparameter combination, increasing the likelihood of achieving optimal outcomes. Because it is able to zero in on the most promising regions of the search space and find intriguing hyperparameters early on, this method outperforms grid search and random search. Both grid search and random search aim to cover the whole search space in one go.

**Results of Hyperparameter Tuning:** Classifiers like RF see an improvement in top-level accuracy and precision after hyperparameter tinkering, but a decline in accuracy in other cases, as seen in Table (4). In contrast, there are other contexts when precision degrades.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy before Hyperparameter tuning</th>
<th>Accuracy after Hyperparameter tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best Score</td>
<td>Test Score</td>
</tr>
<tr>
<td>SVC</td>
<td>0.688</td>
<td>0.605</td>
</tr>
<tr>
<td>xgboost</td>
<td>0.670</td>
<td>0.649</td>
</tr>
<tr>
<td>KNN</td>
<td>0.653</td>
<td>0.637</td>
</tr>
<tr>
<td>DT</td>
<td>0.645</td>
<td>0.632</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.634</td>
<td>0.637</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.628</td>
<td>0.605</td>
</tr>
</tbody>
</table>
6. RESULTS

Using a dataset including information regarding water quality, this research tested, compared, and assessed the prediction capacities of five unique machine learning algorithms. This goal was accomplished by collecting values from popular datasets, including those for pH, hardness, solids, electrical conductivity (EC), and turbidity. Table 3 shows that the results showed that the employed models performed adequately in forecasting water quality data. On the other side, RF and XGB excel in terms of performance.
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Table 4 Classification report for different ML Algorithm

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Class label</th>
<th>Precision</th>
<th>Recall</th>
<th>F1score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>Not Potable</td>
<td>0.69</td>
<td>0.82</td>
<td>0.75</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Potable</td>
<td>0.55</td>
<td>0.37</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>XGBoost</td>
<td>Not Potable</td>
<td>0.68</td>
<td>0.89</td>
<td>0.77</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Potable</td>
<td>0.61</td>
<td>0.31</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>KNeighbours</td>
<td>Not</td>
<td>0.69</td>
<td>0.82</td>
<td>0.75</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.55</td>
<td>0.37</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Not Potable</td>
<td>0.66</td>
<td>0.90</td>
<td>0.76</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>Potable</td>
<td>0.56</td>
<td>0.22</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>AdaBoost</td>
<td>Not Potable</td>
<td>0.63</td>
<td>0.99</td>
<td>0.77</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Potable</td>
<td>0.62</td>
<td>0.04</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Not Potable</td>
<td>0.63</td>
<td>1.00</td>
<td>0.77</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Potable</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td>Not Potable</td>
<td>0.63</td>
<td>1.00</td>
<td>0.77</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Potable</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

Fig 11 different ml algorithm

7. DISCUSSION

This research delves deeply into the difficulties and successes of coastal water quality prediction, focusing on how to use machine learning into parameter simulations for water quality. To preserve and protect coastal ecosystems, precise prediction models are crucial. These models must account for the effects of human activities such as urbanization, industrialization, coastal reclamation, and natural disasters including storms, floods, and erosion.

The paper accurately highlights how machine learning plays a crucial role in addressing numerical models' shortcomings. Problems with parameter choice, flexibility, and computing efficiency plague traditional models. One potential answer is the use of machine learning, which has been made possible by advancements in satellite remote sensing and UAV observation in recent times. Great
strides have been made in the processing of massive datasets and the extraction of relevant connections between satellite images and water quality measurements. The significance of remote sensing, especially satellite technology, is brought to light in the examination of techniques for collecting data on water quality. One example of an innovative technique to water quality data extraction is the use of spectral reference libraries and the investigation of optical properties. Optical feature-trained machine learning models outperform non-optical indicators when it comes to forecasting water quality metrics. Here, academics and practitioners may find a precise paradigm for inverting water quality data from remote sensing maps.

Additionally, this study offers a thorough synopsis of machine learning's uses in forecasting salinity, dissolved oxygen, chlorophyll-a, and other water quality metrics. We provide a comprehensive analysis of how well different machine learning techniques forecast these factors. Notably, it has been acknowledged that data properties and local circumstances dictate the selection of the most suitable algorithm. To help researchers find the best prediction models, we have included papers that compare various methods for certain parameters.

The characteristics of the simulated water quality may be used to pick from a variety of machine learning techniques. If you want to know where macro blooms are, you may use the Classification and Regression Tree technique [71]. Predicting levels of Escherichia coli and enterococci may be done using Decision Forest, Decision Jungle, and Boosted Decision Tree [47]. Using Extreme Gradient Boosting in conjunction with Long Short-Term Memory and Support Vector Regression (SVR) on a single model For the purpose of calculating Chl-a concentrations, Long Short-Term Memory works better. Predicting salinity concentrations may be done using Artificial Neural Networks, Gaussian Processes, and Support Vector Regression. When predicting the concentration of dissolved oxygen, Random Forest outperformed Support Vector Machine by a little margin. To forecast several water quality metrics, an ensemble machine learning model is an excellent option, as are Support Vector Regression, Extreme Gradient Boost, and Random Forest. The Random Forest method is able to pick important water quality indicators, and other models such as Extreme Gradient Boosting, Multi-layer Perceptron, Convolutional Neural Network, and Short-term Memory have also shown strong performance in forecasting WQI. A subset is better predicted by the Deep Neural Network technique.

One of the most important ways to measure water quality is via the water quality index (WQI), and this study attempts to clear up some of the confusion around the limitations of older WQI models. To improve WQI prediction, machine learning methods including Decision Tree, Random Forest, and Support Vector Machine have been used. While these strategies do provide desirable outcomes, we argue that they do not go far enough to improve WQI in and of themselves. We further the investigation of WQI prediction by talking about continuing attempts to reduce model uncertainty and enhance architecture.

A major emphasis of this work is the use of hydrodynamics into the process of water quality prediction. A comprehensive strategy is required to address the issues presented by nearshore waterways, which are affected by both coastal runoff and oceanic pressures. Storm surges, wave heights, and other dynamic parameters may be faithfully predicted using hydrodynamic prediction
models in conjunction with machine learning. By combining climate and risk data, our talk on the possibilities of Bayesian networks in coastal risk assessment offers a prospective view on coastal water quality prediction.

The study highlights how machine learning has revolutionized coastal water quality prediction. Our analysis of the shortcomings of existing models, the importance of varied datasets, and the implications of changing environmental circumstances suggests directions for further study.

8. CONCLUSION

This study summarises all the new developments in water quality prediction using machine learning. It is difficult to choose a single machine learning strategy with the highest performance, even after reviewing and comparing a large amount of literature. Machine learning models' performance might change greatly depending on the parameters and the area in question. An encouraging direction for future research is to conduct in-depth analyses of the properties of water quality parameters in an effort to develop more generally applicable methods. Using machine learning models that don't take physical and chemical processes into account makes it hard to generalize findings for complex coastal water quality predictions. Predicting processes incorporating critical elements outside the training dataset may be beyond the capabilities of models with regional features. To improve machine learning's prediction accuracy, we can do one of two things: (a) collect more data from more sources and increase its volume; (b) fill in missing data using interpolation methods like multiple-input denoising, k-nearest neighbors' input, or remote sensing satellite maps to invert optical characteristic parameters; and (c) conduct more research to quickly and effectively collect data on non-optical water quality parameters in coastal areas. Researchers, practitioners, and legislators engaged in environmental management and conservation will find this study to be an invaluable resource, as it provides an examination of the challenges and developments in coastal water quality prediction. To better protect the fragile coastal ecological balance, a new paradigm is emerging: numerical simulations that include machine learning. These models will be more precise and flexible.
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