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Abstract:  

Dengue is a vector borne disease , which can be fatal at times . Early detection dengue of 

dengue is vital as no  vaccines have been developed for dengue yet..The process of 

eliminating irrelevant and  redundant  features from the data set  facilitates the optimal 

features selection . This study is proposed to select the Optimal features by using 

Opt_Recur algorithm  from the Dengue  dataset  , a hybrid SDR model which makes 

prediction with better accuracy when compared to the conventional classifiers  like the  

Support Vector Machine (SVM), Decision Tree(DT) and the Random Forest (RF) 

classifiers. 
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1. Introduction 

Dengue fever is a  viral disease that spreads quickly by the mosquito  in warm weather. It is 

transferred by a female mosquito known as 'Aedes aegypti.'. Dengue cases have increased 

dramatically in recent years over the world. However, the actual number of dengue infections is 

either never recorded or is classified incorrectly. Dengue fever is a fatal disease that is  widespread 

by viral infections. It is a rapidly spreading tropical virus infection with an increased death rate[6] 

According to the World Health Organization , Dengue is a fatal disease  so early diagnosis  is a must. 

There are many machine learning methods help  physicians to early diagnose  the disease, which 

makes  accurate prediction using the classification techniques  which can  save up time.[13].The 

machine learning techniques use statistical methods to select optimal features from the dataset . 

Optimal features helps not only to make accurate prediction it also speeds up the execution time. 

There are many   machine learning algorithms that help to make predictions of the disease In this 

paper it is  put forth that traditional classifiers like the   SVM, Decision tree and Random Forest  has 

applied   on the optimal features were selected by the Opt-Recur Algorithm  . This study  makes  

comparison among the prominent classifier like  SVM, Decision tree and Random Forest  ,and also 
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with proposed hybrid  SDF model in terms of their  accuracy rate, Precision, Recall and F1-score. 

The ROC curve is finally  used to evaluate the performance measurement.[14]. 

2. Related Work 

 The weighted score evaluation values were first combined using the Weighted Score Arithmetic 

Averaging (WSAA) operator. Secondly, the functions for scoring were computed. Third, based on 

the score values, the best option is chosen. Ultimately, it is possible to compute the score values and 

get the ranking outcomes. Then, the J48 appears to be the best classifier out of the four traditional 

classifiers: Naïve Bayes (NB), Decision Tree (J48), Multi Layer Perceptron (MLP), and Support 

Vector Machine (SVM) [2] has concluded  from the study. 

 Naïve Bayes, KNN, and J48 feature selection techniques are used in PCA and Wrapper. Different 

ANN models have been created for every method of feature selection. Of the four feature selection 

techniques, PCA produces an ANN with a greater accuracy. In summary, PCA works better with the 

provided dataset. The two most expressive characteristics selected by all wrapper feature selection 

methods are myalgia and retro-ocular pain [4] has been   proposed in the study.. 

The important features were chosen using the features selection technique. Z-Score was used to 

standardize the data. To address the imbalance issue in the dataset, the SMOTE+ENN hybrid 

technique was utilized to divide the dataset into training and testing sets using cross-validation 

techniques such 10-fold and Holdout cross-validation. Following that, machine learning models were 

created, and the accuracy, F1-score, precision, recall, and AUC scores were used to assess how well 

they performed [6].  

In [10] concluded  that  when compared to LDA and KNN, the chosen models DT, CART, and NB 

demonstrated great accuracy. But when it comes to accuracy, recall, sensitivity, and specificity—all 

of which are determined by looking at the classification matrix—DT was discovered to be the best. 

Patients with dengue fever: this is the group from which we can also highlight the importance of 

prompt medical attention for those exhibiting warning indicators. Out of the pool of classifiers that 

were chosen, the suggested model produced good classification characteristics including 99.8% 

accuracy, 0.86 precision, and 1.0 recall, which indicated promise. 

3. Methodology  

Feature Selection  

A crucial stage in data processing before putting the information into a learning system is feature 

selection. Removing redundant and irrelevant input improves the machine learning algorithm's 

performance. 

The efficiency and efficacy of many current feature selection techniques are severely hampered by 

the growth in the dimensionality of data. This study examines several popular feature selection 

strategies and examines how well they may be applied to attain high machine learning algorithm 

performance, which in turn enhances the classifier's predicted accuracy. 

As a result, the classifiers processes the data more quickly and accurately, which also improves 

accuracy. The classification accuracy can be significantly impacted by irrelevant information, such 

as noisy data. By using feature selection approaches, data handling can be enhanced while 
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successfully lowering costs. Feature selection techniques are frequently employed to boost a 

classifier's capacity for generalization. To obtain the best accuracy, we compare the dataset's result 

with significant attributes. 

Filter, wrapper, and embedding methods are the three categories into which feature selection 

techniques fall. The data is preprocessed using filter algorithms. In order to compute and forecast the 

target feature, these take into account the correlation between features. To find the high rank feature, 

a variety of statistical tests are run on the characteristics [3]. 

The proposed Opt_Recur Algorithm runs through a series of steps which makes accurate prediction 

of desired features which are needed to make accurate prediction of Dengue . 

  Opt_Recur Algorithm: 

1. Input all the attributes from the dataset. 

2.  Find the correlation coefficient of all the attributes. 

3. Select the attributes which are highly correlated  by ranking them  and filtering the attributes 

above the threshold . 

4. The selected attributes are passed into RFE algorithm which further eliminates the undesired 

attributes and iterates until the desired attributes are reached. 

The Opt_Recur algorithm selects optimal features which are need , it  ranks all the attributes 

according to the  scores of the correlation coefficient and the heat map which  visualizes the 

correlation scores of these variables is shown in Fig 1. 

 The Pearson correlation coefficient is used for correlation analysis in appropriate feature selection. 

Values range from -1 to 1, and it can be used to calculate the correlation between two variables. 

Features are generally regarded as associated if their Pearson correlation coefficient is higher than 

0.3. [19].  In this study  those features with the correlation coefficient less than 0.3, have been 

filtered out .Those attributes  which are  above the threshold is further passed on to the Recursive 

Feature Elimination  Algorithm which selects the optimal features which are needed for making 

accurate prediction . 

                       

Fig 1. Heat Map of the ranked attributes for feature selection 
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 Hybrid SDR Model  

After the optimal features are selected the dataset is split into testing data  and the  training  data . 

The base model is chosen which makes accurate prediction on the test and train data. In the Proposed  

SDR  hybrid model we use have used Support Vector Machine , Decision Tree and Random Forest  

Classifiers  as the base model , each of these base model make accurate prediction on data. The 

predictions which have been made  are fed into the meta model  . The meta model is the Logistic 

regression which combines all the predictions made from traditional classifiers . The Architecture of 

the proposed model is shown . 

The SDR hybrid Model can be represented mathematically  as Y_Hybrid.  let (Y1,Y2,Y3….Yn) be 

represented as the  Predictions of the base model . Y1 represents  prediction of Support Vector 

Machine , Y2 represents  prediction of Decision Tree , Y3 represents  prediction of Random Forest  

are the base models. The meta model which is the Logistic regression which combines all the base 

models  are represented as Y_meta . 

                        Y_Hybrid= Y_meta(Y1,Y2,Y3….Yn)                                                      (1)  

The Proposed SDR Hybrid Model  are finally compared with other Conventional classifiers like  as 

Support Vector Machine , Decision Tree and Random Forest  in terms of accuracy rate, Precision 

rate , Recall rate  and F1-score .  The ROC curve which makes additional measurement of proposed 

model. 

 

 

 

Fig 2.  The proposed  Architecture of the Hybrid  model 
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4. Results and Discussions  

In this proposed study , the data set is first preprocessed  then the  dengue dataset is validated by 

splitting the input data set into test and train data. Before applying the any feature selection 

techniques the  dengue  data set is used to make prediction using conventional classifiers such as 

SVM , DT and RF  . The measurement of the prediction is made in terms of the accuracy rate , 

Precision rate  , Recall  rate and F1-Score . 

With the exception of time, the confusion matrix aids in the calculation of all metrics. The 

components of the confusion matrix are false positive (FP), false negative (TN), false positive (TP), 

and false-negative (FN). The most significant prediction in health care statistics is a false negative 

[6]. The performance measures that  are used to evaluate can be represented  mathematically. 

                         Accuracy  =     {
(𝑇𝑃 + 𝑇𝑁)  

(TP+FP+TN+FN) ⁄ }  𝑋 100                     (2) 

                        Precision   =      {𝑇𝑃  
(TP+FP) ⁄ }  𝑋 100                                                 (3) 

            Recall        =      {𝑇𝑃  
(TP+FP) ⁄ }  𝑋 100                                                   (4) 

           F1 Score    =     {𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙  
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙  ⁄ }  𝑋 100    (5) 

The performance evaluation of the conventional  classifiers like the SVM , Decision Tree  and the 

Random Forest , then in the hybrid SDR model without applying feature selection  Opt_Recur 

algorithm is shown in Table 1.  The  proposed Opt_Recur feature selection approach is applied to 

standard classifiers such as Support Vector Machine (SVM), Decision Tree (DT), and Random 

Forest (RF), and the results are compared in terms of Accuracy, Precision, Recall, and F1 score. 

With the  proposed  hybrid SDR model after that  is shown in Table 2 

Table 1. Performance Evaluation of SVM, DT,RF Without applying Opt_Recur Feature Selection 

Algorithm 

Classifier Accuracy Precision  Recall  F1-Score 

SVM 77% 92% 72% 81% 

DT 80% 86% 92% 89% 

RF 94% 88% 85% 87% 

Hybrid SDR 96% 91% 92% 96% 

   

Table 2. Performance Evaluation of SVM, DT,RF after  applying Opt_Recur Feature Selection 

Algorithm 

Classifier Accuracy Precision  Recall  F1-Score 

SVM 85% 100% 77% 87% 

DT 93% 90 100% 95% 

RF 96% 96% 92% 96% 

Hybrid SDR 96% 100% 93% 97% 
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The proposed study depicts that hybrid SDR model performs well when compared to other 

conventional classifiers  like the  SVM , DT and the RF before applying the Opt_Recur Feature 

Selection algorithm with an  Accuracy rate  of 96% , Precision rate of 91% , Recall rate  of 92%  and 

F1 score 96%. 

The evaluation metrics after applying the Opt_Recur Feature Selection algorithm on the  

conventional classifiers  like the   SVM ,DT  and the RF .The hybrid SDR model showed better 

performance than others classifiers  with Accuracy of 96% , Precision of 100% , Recall of 93%  and 

F1 score 97%. 

 

Fig 3. ROC Curve for the hybrid SDR model 

The performance of the classification models is typically estimated diagrammatically using the 

Receiver Operating Characteristic (ROC) curve, which spans all practical thresholds. By tracing the 

FPR on the x-axis against the TPR on the y-axis, a ROC curve is produced. Since ROC is unbiased 

toward both classes, it is significant when training results show a change in the number of instances 

of either class. The optimal classifier has a range under the ROC that is near to 1. 

 [16]. ROC curve of the proposed hybrid SDR model shows the value of .99 is proved to be the best 

classifier. 

5. Conclusion  

Dengue is one deadliest disease in the world , the proposed study helps in the accurate prediction at 

the early stage   will save human life . The proposed Opt_Recur algorithm is feature selection 

algorithm which make  optimal selection feature which are needed for making accurate prediction. 

The hybrid SDR algorithm which is found to produce better efficiency even when compared to 

traditional classifiers like the Support Vector Machine (SVM) , Decision Tree(DT)  and the Random 

Forest(RF). The ROC curve also provided the hybrid model had out performed the traditional 

classifiers . 
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