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Abstract:  

The agricultural industry, and particularly the poultry farming industry, is under pressure to 

increase output levels due to the growing human demand for animal products. There can be 

substantial economic losses and widespread chicken mortality as a consequence of an in-

crease in infectious disease transmission caused by expanded poultry production. When com-

pared to conventional ways for poultry disease identification, manual methods are time-

consuming, labour-intensive, and error-prone. Also, experts' knowledge is usually necessary 

for making sense of the results. These restrictions raise the danger of the disease spreading 

across the flock and make it more difficult to diagnose diseases in a timely manner, both of 

which can have devastating effects. For a long time now, farmers have relied on specialists to 

identify and diagnose chicken illnesses. Consequently, many domesticated birds end up in the 

hands of farmers who suffer from either unreliable specialists or delayed diagnosis. The most 

prevalent chicken illnesses may be quickly recognised from pictures of chicken droppings 

using the techniques that are already accessible from artificial intelligence (AI) based on 

computer vision. 

In this paper, a deep learning approach offered that uses a pre-trained Convolution Neural 

Networks (CNN) model to determine which of the three categories best describes chicken 

excrement and offer a method for identifying and categorising poultry illnesses. The Effi-

cientNet-B3 model was utilised in the development of the system. Coccidiosis, Salmonella, 

New Castle Disease and Healthy were the four health problems that were classified using the 

segmented picture by the deep learning model. The models were trained using standard 

benchmark database images of excrement from chickens. The outcomes of experiment 

demonstrate that the proposed method for identifying and categorizing chicken illnesses may 

accurately identify three prevalent poultry diseases. Consequently, this approach has the po-

tential to be an invaluable resource for farm veterinarians and poultry producers. 

Keywords: Artificial Intelligence, Chicken Disease, Convolutional neural network, Deep 

learning, Fecal images, Image classification, Machine learning. 

 

1. INTRODUCTION 

India's agriculture sector includes a sizable portion of the poultry business. Chickens are not only one 

of the most popular animals kept by the general people, but they also provide an easily accessible 
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supply of animal protein. Growing chickens is a simple business that can accommodate both small 

and big flocks, and it has huge potential for growth in Indonesia's poultry industry. In addition, 

developing nations' socioeconomic progress is greatly aided by poultry farming, since it supplies 

meat and eggs, which in turn guarantee nutrition and food security on a national, regional, and even 

home level. Beyond that, it boosts a country's GDP by over $100 million and gives people a steady 

stream of income [2, 3]. Due to the proliferation of infectious illnesses brought on by the rise of 

poultry farming, there may be significant financial losses and a high rate of mortality in the chicken 

sector [4]. But there are moments when everything goes swimmingly when you're raising hens. A 

sickness is one of several problems that poultry growers encounter. Many hens do not thrive, there is 

a lack of veterinary assistance on the farm, insufficient vaccine coverage, and inadequate poultry 

management can all contribute to the growth of chicken illnesses. On farms, chickens are most 

commonly infected with cholera, coccidiosis, new-castle, salmonella, and worm infestation disease. 

It appears that many individuals are still involved in the process of keeping conventional poultry 

farms clean and well-kept. This issue prevents farmers from identifying the exact cause of chicken 

illnesses; they can only identify the first signs of illness. Diseases in chickens can spread rapidly due 

to a lack of understanding of their symptoms; this result in economic losses for farmers and the loss 

of chicken lives. Consequently, producers want a method of illness identification in hens that is more 

accurate and dependable. 

Over the past few decades, there has been a significant advancement in the fields of computer vision 

(CV), image processing and pattern recognition. Researchers and enterprises are utilising deep 

learning (DL) to handle a variety of challenges, from simple item detection to complicated scene 

analysis, thanks to the availability of enormous amounts of data and sophisticated algorithms [16]. 

CV and DL have shown to be highly effective in the identification, classification, and location of 

diseases, particularly in healthcare applications. Computer vision technology has attracted interest 

from a variety of industries, particularly the medical sector, due to its potential to aid in illness 

diagnosis and the rapid advancements in AI for object detection. Among these technologies is the 

widely utilised Convolutional Neural Network (CNN), a technique in computer vision. To identify an 

item or picture in two dimensions, a multi-layer perceptron technique called a CNN was developed. 

CNN is able to detect patterns in vast volumes of data that are difficult for humans to notice. 

Additionally, by doing away with image feature extraction and manual segmentation, two of the 

numerous shortcomings of traditional methods, they are able to achieve these capabilities. Using 

CNN in this manner allows for the categorization of chicken illnesses. The suggested structure 

primarily offers the following benefits: 

• Design an automated computer vision system that can analyse photos of chicken faces to 

identify and categorize illnesses in the poultry population.  

• Employed pertained image classification algorithms using EfficientNet-B3 to classify 

prevalent poultry diseases.  

• Used deep learning methodology to predict the four classes of chicken diseases, New Castle 

disease, salmonella, coccidiosis, and healthy. 
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• Created a model utilizing developed dataset of faecal pictures gathered from various poultry 

farms and inoculation locations for the early identification and categorization of illnesses in 

chickens. 

Here is the outline of the paper. Section 2 delves into the relevant literature, data gathering, and 

neural network architecture, while Section 3 delves into the outcomes and findings of the 

experiments. Included in Section 4, after a conclusion and an appreciation, is the planned task. 

Section 5 includes a list of sources. 

Here is the outline of the paper. Section 2 discusses the pertinent literature related to disease 

classification. In section 3, data collection, and neural network construction discussed. While Section 

4 explores the experimental results and finally conclusions of the paper is presented at the end. 

2. LITERATURE REVIEW 

The computer vision technology overviews for poultry sector research summarizes the most recent 

developments in computer vision-based methods for monitoring the health of chickens, namely those 

based on deep learning (DL) and machine learning (ML) based systems [1]. This dataset, which 

comprises images of both healthy and unhealthy chicken feces captured by mobile cameras at certain 

farms in southwest Nigeria, may be used to train machine learning models to detect anomalies in 

poultry farms. [2]. Using the ResNet50 image classification model and the YOLO-V3 object 

detection method, a system for detecting and classifying poultry illnesses was reported [3]. A custom 

model developed using the YOLO v3 algorithm for the purpose of detecting poultry diseases in 

broilers [4]. An AI-based sensor detection approach is suggested in [5]. To aid in the early diagnosis 

of poultry illnesses, neural network (NN) models have been suggested for the purpose of classifying 

grill chickens as healthy or sick [6]. The four narrow-band filters used by the multi-spectral imaging 

system produce four spectrally separate pictures that are all shown on a single CCD focal-plane [7]. 

The chicken's demeanour and actions served as a gauge for its health [8]. A strategy of oversampling 

is used to make the sample data of the minority class as useful as that of the other majority classes. 

The fecal photos utilized to identify diseases in chickens using the Inception-V3 algorithm [9]. The 

use of a deep CNN model to automatically identify abnormalities in grill droppings and label them as 

normal or abnormal is suggested for use in an automated digestive illness detector [10]. A structure 

known as an attention encoder was proposed to improve the detection accuracy when characteristics 

were extracted from photos of chickens [11].  

To identify hens of varying ages, one may use an object identification network that incorporates data 

from GAN-MAE (generative adversarial network-masked autoencoders) [12]. Diseases in birds 

detected using thermal-image processing and AI [13]. An all-inclusive approach that combines many 

models for classification and segmentation [14]. Although existing technologies are proving to be 

more effective than human inspection, early detection on farms has not made full use of clinical 

symptom-based monitoring systems [15]. A CNN-based framework has been proposed to classify 

chicken diseases by distinguishing between images of sick and healthy faces [16]. Using the chicken 

manure data set and the ResNeXt50 network model after implementing a mixed attention strategy 

[17]. The proportion of pictures correctly predicted based on the categorization of viral disorders 

experienced by hens using DL predicated on CNN [18]. Using a wildlife database, researchers have 

developed a programme that can accurately identify and categorise poultry illnesses in their early 
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stages [19]. A deep CNN model was trained to identify diseases in chicken by differentiating 

between images of healthy and unhealthy feces [20]. CV model was created using the DL algorithm 

to monitor and manage bird diseases in order to increase the productivity and safety of the poultry 

business. [21]. Using a collection of pictures of chicken dung, researchers have developed an 

improved ResNet18-based model for illness image detection in chickens [22].  

In order to segment the blood arteries in images of chicken embryos, a new approach was suggested 

that uses a matching filter in conjunction with the skeleton's curvature characteristic [23]. A novel 

CNN model named light-VGG11 was developed to automatically identify distress calls made by 

chickens from recordings made on a high-yield farm [24]. It was recommended to use a CNN-based 

deep learning method to categorize chicken feces into three groups [25]. Using a Kinect sensor, an 

automated CNN-based approach was demonstrated to identify chicken activity in a poultry farm 

[26]. For Taiwanese poultry farms, we developed and built a unique tiny removal method using a DL 

algorithm [27]. Using Generative Adversarial Networks (GAN) for the early identification of 

diseases in hens reared for poultry, a framework for predictive services that utilize the Internet of 

Things (IoT) is proposed [28]. The impact of new smart sensor technologies on chicken operations, 

the connection between big data analytics, sensors, and IoT, and how these advancements might 

increase chicken output are all explained. [29]. With the Faster R-CNN network as its foundation, we 

built a feeding behaviour detection network. This network is defined by the following: feature 

extraction through the Fusion of ResNet101 and Path Aggregation Network (PAN), and bounding 

box regression using the Intersection over Union (IoU) loss function [30]. Using EfficientNet with 

the convolutional block attention module (CBAM) [31] was the basis of a research. In order to 

localise the essential portions of insect pictures using Grad-CAM, a feature fusion network was 

suggested that would synthesise feature presentations in multiple backbone models utilising ResNet, 

Vision Transformer, and Swin Transformer [32]. A low-cost Internet of Things (IoT)-based system 

developed for monitoring environmental factors in a chicken farm in real time [36]. 

3. MATERIALS AND METHODS 

An automated approach for detecting and classifying chicken diseases using deep learning approach 

is introduced. The proposed system uses images of the chicken droppings to detect the three most 

common infections in poultry: coccidiosis, salmonella, and new castle disease. The system 

development method includes the following steps: gathering and analysing image datasets; creating 

augmented photos; segmenting regions of interest; and train and test using a deep learning model for 

image classification. Figure 1 summarizes the methods used in the proposed model. 
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Figure 1: Proposed Framework for Classification of Chicken Fecal Images 

Poultry Bird Disease Dataset 

The poultry bird disease dataset [35] consists of poultry fecal images. Images of faeces taken by 

mobile devices running the Open Data Kit software were gathered from inoculation sites and small-

scale farmers in the Kilimanjaro and Arusha areas between 2020 and 2021. The "Healthy" and 

"Coccidiosis" classes of faeces were collected from chicken farms, respectively, because of the 

prevalence of coccidiosis illness. After a week, the hens were inoculated with Salmonella, and 

pictures of their excrement were collected for the "Salmonella" class. Additionally, the hens were 

given a vaccine to protect them from Newcastle disease. For the "New Castle Disease" class, pictures 

are taken of their feces three days after the immunization. A total of 6812 photographs were gathered, 

of which 2103 were linked to the term "Coccidiosis," 2057 to the term "Healthy," 2276 to the term 

"Salmonella," and 376 to the term "New Castle Disease". Figure 2 displays a selection of photos 

from the dataset. 

 

Figure 2: Sample photos from the dataset 

Preprocessing 

The collection includes four picture categories labelled "Coccidiosis", "Salmonella", "New Castle 

Disease" and "Healthy" each with a different size. In order to get the most out of the data used for 

classification, data preparation is performed to make it more accurate. In the case of data with an 
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uneven class distribution, the effectiveness of conventional classifier learning methods might be 

drastically diminished, because they are predicated on the notions of a roughly equal distribution of 

classes and misclassification expenses. The architecture of the human brain served as inspiration for 

a class of ML algorithms. In order to learn from data, methods for deep learning employ multi-

layered neural networks with progressively higher levels of abstraction achieved by non-linear data 

transformations. Because it learns from the picture attributes, DL shows great proficiency in solving 

picture categorization tasks. Feature mining and the classification component are the two mainstays 

of image classification algorithms. In order to reduce training time, the images in the dataset are 

tagged according to their respective classes, transformed to tensor records at two different sizes 

(512*512 and 224*224 pixels), and compressed. Scaling the images to a reasonable quality can help 

ensure that the data has a consistent input dimensionality, which CNN needs in order to train the best 

possible model. 

Dataset Splitting 

The number of tagged picture files is 9,600. The variety of images needed for disease categorization 

perfectly complements equal and annotated library. The dataset is divided into three parts in order to 

construct the CNN model. Of the total number of photographs, 80% are part of the train set, 10% are 

part of the validation set, and 10% are part of the test set. 

Training and Evaluation Model 

In order to train a deep learning model from scratch, you'll need a lot of photos and a powerful 

computer. To get over this problem, transfer learning methods enable you to retrain and change an 

existing model to fit a new use case. The feature extraction in this investigation was done using a 

pre-trained deep learning model. The central idea of the Deep CNN model EfficientNet-B3 is to skip 

layers via shortcut connections [15]. These components, referred to as "bottlenecks," are what make 

up this network: a layer with an identical number of filters will produce an equal number of feature 

maps, and a feature map that is smaller in size will produce twice as many filters. A two-stride 

convolutional layer is used to achieve down-sampling, which is subsequently followed by batch 

normalisation and finally the ReLU activation function [28].  

Proposed Deep Learning Model 

Using a compound coefficient, EfficientNet consistently scales all dimensions of breadth, depth, and 

resolution. It is a CNN design and scaling approach. Instead of arbitrarily scaling these elements, as 

is done in typical practice, the EfficientNet scaling approach uses a predetermined set of scaling 

coefficients to evenly scale the breadth, depth, and resolution of the network. For principled, 

consistent scaling of network breadth, depth, and resolution, EfficientNet employs a compound 

coefficient. The idea behind compound scaling is that a larger input picture necessitates more layers 

in the network to enhance the receptive field and more channels to pick up finer-grained patterns. 

Starting with MobileNetV2's inverted bottleneck residual blocks and adding squeeze-and-excitation 

blocks, the EfficientNet-B0 network builds upon itself. Four residual blocks, each with its own set of 

convolutional layers and residual connections, are subsequently applied to the combined feature 

maps. To prevent deep neural networks from experiencing the vanishing gradient issue, the model 

can use residual connections to bypass some layers while keeping the gradient flow intact. To get 



Communications on Applied Nonlinear Analysis 

ISSN: 1074-133X 

Vol 31 No. 2s (2024) 

 

 
476 https://internationalpubls.com 

more nuanced and abstract features, each residual block processes the input feature maps through a 

succession of filters. The feature maps are averaged across the spatial dimensions by a global 

average pooling layer, and they are subsequently down sampled by a second max pooling layer. The 

outputs of these blocks are then transmitted through these layers. By maintaining a consistent ratio 

when scaling, the compound scaling approach achieves a balance between the width, depth, and 

resolution dimensions. The mathematical steps to do this are shown in the equations below: 

𝑓(𝑇𝑜𝑢𝑡) =  𝜎(𝑊 ∗ 𝑇𝑜𝑢𝑡  +  𝑏) … (1) 

Where, 𝑊 is the weight matrix, 𝑏 is the bias vector, and 𝜎 is the activation function, which is 

represented via equation 2, 

𝜎(𝑧) =
1

(1 + 𝑒−𝑧)
… (2) 

The last step is to run the features through a series of fully linked layers. These layers will then 

utilise the features to guess the input image's class. Each convolutional layer employs the ReLU 

activation function to eradicate negative bias. When passed a negative value, the function returns 

zero; when passed a positive value, it returns the same value. Consequently, there is an abundance of 

production. The ReLU function is illustrated by the equation below. The suggested model's last layer 

employs a fully connected network to provide an output using the softmax function presented in 

equation 3.  

𝑐𝑜𝑢𝑡 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥 (∑ 𝑓𝑖 ∗ 𝑤𝑖

𝑁𝑓

𝑖=1

+ 𝑏𝑖) … (3) 

A neuron's output in a fully linked network is shown in the equation below. 

𝑜𝑛𝑣𝑜𝑢𝑡𝑖,𝑗
= ∑ ∑ 𝐼(𝑖 − 𝑎, 𝑗 − 𝑏) ∗ 𝐿𝑅𝑒𝐿𝑈 (

𝑚

2
+ 𝑎,

𝑛

2
+ 𝑏) … (4)

𝑛
2

𝑏=−
𝑛
2

𝑚
2

𝑎=−
𝑚
2

 

Where, 𝑚, 𝑛 are the rows & columns of windows, 𝑎, 𝑏 are rows & columns for strides. The Max 

Pooling layers evaluate a feature threshold via equation 5, 

𝑓𝑡ℎ =

|∑ 𝑥𝑖 − ∑
𝑥𝑗

𝑁𝑓

𝑁𝑓

𝑗=1

𝑁𝑓

𝑖=1
|

𝑁𝑓
… (5) 

Features with 𝑓 > 𝑓𝑡ℎ are passed for Depth Wise Convolutions (DWC), which are extracted via 

equation 6, 

𝐷𝑊𝐶(𝑞, 𝑝) =  ∑ log(𝐹(𝑝, 𝑞) ∗ 𝐼(𝑞, 𝑝)) … (6) 

The final classification was achieved by using a succession of Dropout and Dense layers following 

feature extraction. The classifier model used in this investigation is shown in its entire form in figure 

3. Flatten lowers the feature extraction block's output to a one-dimensional array so that the fully 



Communications on Applied Nonlinear Analysis 

ISSN: 1074-133X 

Vol 31 No. 2s (2024) 

 

 
477 https://internationalpubls.com 

connected layer may use it. To prevent overfitting, a dropout layer is used before the final 

classification layer. As a representation of the projected output, the last layer has four output units. 

 

Figure 3: Model architecture of EfficientNet-B3 

Training involves adjusting various hyperparameter values for the proposed CNN architecture and 

other state-of-the-art designs. The details of the employed hyper parameters are given in Table 1. The 

method is based on how the CNN model performs during training using a number of hyperparameter 

adjustments. 

Table 1: Hyperparameters values set to train the model 

Hyperparameters Values 

Loss Function MSE 

Optimizer Adam 

Batch Size 40 

Epoch 40 
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Classification 

The last layer consists of four output units that correspond to the following four chicken health 

conditions: Coccidiosis, Salmonella, New Castle Disease, and Healthy. 

Performance Analysis 

In the assessment phase, we check to see if the model is performing as expected and if the results of 

the calculations corroborate or contradict the experiment. Accuracy, Recall, Precision, and F1-Score 

will be obtained by calculating the algorithm model's performance level using a confusion matrix 

that is based on TP (True Positive) presented by 𝑡𝑝 , FP (False Positive) presented by 𝑓𝑝 , TN (True 

Negative) presented by 𝑡𝑛, and FN (False Negative) presented by 𝑓𝑛, used to derive the metrics from 

the model's confusion matrix by following equations. To see how effectively the model can 

differentiate across classes, an AUC-ROC plot was created. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝑁𝑠
∑

𝑡𝑝𝑖
+ 𝑡𝑛𝑖

𝑡𝑝𝑖
+ 𝑡𝑛𝑖

+ 𝑓𝑝𝑖
+ 𝑓𝑛𝑖

𝑁𝑠

𝑖=1

… (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑁𝑠
∑

𝑡𝑝𝑖

𝑡𝑝𝑖
+ 𝑓𝑝𝑖

𝑁𝑠

𝑖=1

… (8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
1

𝑁𝑠
∑

𝑡𝑝𝑖

𝑡𝑝𝑖
+ 𝑡𝑛𝑖

+ 𝑓𝑝𝑖
+ 𝑓𝑛𝑖

𝑁𝑠

𝑖=1

… (9) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
… (10) 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

Experimental Setup 

The machine required for the development of the proposed framework contained 16 GB of RAM, an 

Intel Core i7 CPU Core from the 12th generation, and Windows 11 as the operating system for both 

design and training. A Python interface called PycharmIDE is used to set up all programmes on the 

training model. Libraries like as Tensorflow, Keras, and others are included into the setup. Yet, as 

said before, the photos need to be resized to 224 × 224 pixels. 

Result Analysis 

An image dataset consisting of 8067 chicken poop photos was used for the research. The dataset was 

organised into four classes: Coccidiosis 2476, Salmonella 2625, Newcastle disease 562 and Healthy 

2404. Since the four classes make it evident that the data is unbalanced, the minority class 

oversample in order to bring it into line with the majority class. 10,500 data points total, 2,625 in 

each class are obtained via the data balancing process. The research approach divides the managed 

data into segments using the EfficientNet-B3 algorithm architecture. About 80% of the data is used 

for training, 10% is set aside for testing, and the remaining 10% is used for validation. The dataset 

was subjected to a classification test without prior balance in the first trial.  
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Figure 4: Sample test images 

The random sample test images from standard benchmark dataset from four different classes [35] of 

is shown in figure 4. As per defined set of train, test and validate, model is trained and validated 

based on EfficientNet-B3 model. Figure 5 represents the model architecture used to build the model. 

Initially it consists of the layer of EfficientNet-B3, followed by dense and dropout layer with final 

output layer having four classes. 

 

Figure 5: Model architecture of EfficientNet-B3 

The model is trained and validated over number of epochs. Figure 6 shows plot of the accuracy vs 

loss curve of training and validation. The training and validation loss achieved at best epoch of 10 

and best values achieved for training and validation accuracy at best epoch value of 7. Finally, over 

several iteration, model trained accuracy achieved of 99.79% and validation accuracy of 96.65% 

with best test accuracy of 98.26%.  
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Figure 6: Accuracy vs Loss Curve of Training and Testing 

Figure 7 depicts the test confusion matrix which represented the relationship between actual data 

verses for four predicted output data, Coccidiosis, Healthy, New Castle Disease, and Salmonella. It 

shows that Coccidiosis and Salmonella are the classes predict more correctly as compared to other 

classes. 

 

Figure 7: Predicted Confusion matrix 

Table 2 shows the test classification performance in terms of precision, recall and f-score in four 

output classes, Coccidiosis, Healthy, New Castle Disease, and Salmonella. Coccidiosis and 

Salmonella output class achieved higher precision rate and f-score rate of 0.99, whereas Coccidiosis 

has higher recall rate of 0.99. In terms of overall performance, Coccidiosis output class perform 

much better among all classes as shown in figure 8.  
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Table 2: Classification Performance 

Output Class Precision Recall F-score 

Coccidiosis 0.99 0.99 0.99 

Healthy 0.98 0.98 0.98 

New Castle Disease 0.96 0.95 0.95 

Salmonella 0.99 0.98 0.99 

 

 

Figure 8: Performance Evaluation 

Table 3 shows the comparative analysis performance for overall accuracy parameters. It depicts that 

the proposed deep learning model achieved 98.2% best accuracy rate as compared to other state of 

art models. 

Table 3: Comparative Analysis 

Ref Model Accuracy (%) 

[9] 94.05 

[14] 94.52 

[16] 93.23 

[18] 95.28 

Proposed Model 98.2 

 

5. CONCLUSION 

This paper presented a method for classifying and diagnosing illnesses in poultry using images of 

chicken faeces using deep learning approach. The system detects and classifies poultry illnesses 

using the EfficientNet-B3 pre-trained model, a deep learning model. The proposed deep learning 

model is implemented using several hyperparameter optimisation strategies; the top performing 

models were chosen and put into action. The best accuracy rate of 98.2% achieved while 

classification. The use of computer-aided tools and reliable data are two essential components to 

0.93 0.94 0.95 0.96 0.97 0.98 0.99 1

Coccidiosis

Healthy

New Castle Disease

Salmonella

Performance Evaluation

F-score Recall Precision
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enhance the efficacy of field workers and poultry farmers in the early detection of illnesses in 

chickens. Enhancing image processing technologies to help farmers is urgently needed. It's evident 

that diseases may be detected before they kill hens, and these techniques have the ability to lower 

losses and boost productivity. In order to successfully treat poultry diseases, a lot of time, energy, and 

sophisticated computer resources are required. The proposed method for detecting and classifying 

chicken diseases can accurately identify three prevalent poultry diseases, according to our trial 

results. This means it may be utilised on farms to help veterinarians and poultry farmers.  

Additional research may be conducted by experimenting with other structures, adding parameters, or 

employing different balancing approaches to improve accuracy. In the future, more faeces 

photographs can add to the collection so researchers may use the information to study other chicken 

diseases. Users will be able to easily engage with the designed model once it is delivered on mobile 

devices.  
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