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Abstract:  

 The disease known as breast cancer continues to be one of the most common 

and potentially fatal diseases that affect women all over the world. In order to provide 

effective therapy and more favorable outcomes for patients, early detection and correct 

diagnosis are absolutely necessary. This research explores the integration of operational 

research (OR) methodologies and advanced statistical methods within machine learning 

frameworks to enhance the prediction accuracy of breast cancer outcomes. By 

harnessing the power of nonlinear optimization and statistical techniques, including 

regression analysis and probability distribution models, we aim to refine the predictive 

capabilities of existing algorithms. The research employs a comprehensive dataset 

derived from clinical trials and patient records, analyzed through a series of machine 

learning models that incorporate elements of combinatorial optimization, decision 

analysis, and stochastic modeling. Key performance metrics, such as accuracy, 

sensitivity, and specificity, are evaluated against standard benchmarks to determine the 

efficacy of the integrated approaches. Preliminary results indicate that incorporating OR 

and statistical methods significantly improves model robustness and predictive 

accuracy. The study not only demonstrates the potential of applied mathematics in 

medical diagnostics but also provides a framework for future research in enhancing 

machine learning models for health outcomes prediction through mathematical 

innovations. This investigation contributes to the field of mathematical oncology by 

demonstrating how applied nonlinear analysis can bridge the gap between theoretical 

mathematical approaches and practical clinical applications, offering new pathways for 

early and more accurate detection of breast cancer. 

Keywords: Operational Research, Advanced Statistical Methods, Machine Learning, 

Breast Cancer Prediction, Nonlinear Optimization, Regression Analysis, Probability 

Models, Combinatorial Optimization, Mathematical Oncology, Clinical Applications. 

 

1. INTRODUCTION 

Breast cancer is a major public health issue globally, with early detection significantly 

increasing the chances of successful treatment and survival. Traditional diagnostic methods 

include mammography, ultrasound, and biopsies, which are often complemented by predictive 

modeling to identify high-risk cases early. Machine learning (ML) models have increasingly 

been applied to improve the accuracy and efficiency of these predictions. Operational research 
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(OR) and advanced statistical methods provide robust frameworks to enhance these machine 

learning models. OR, primarily concerned with optimizing complex operations and decision-

making processes, applies various mathematical techniques to maximize efficiency and 

outcomes. In the context of breast cancer prediction, OR can optimize how predictive models 

handle data, make classifications, and even determine the best sequences of diagnostic tests. 

Statistical methods, especially those involving advanced calculations like logistic regression, 

Bayesian inference, and survival analysis, are pivotal in interpreting medical data. These 

methods help in understanding the relationships between various risk factors and the likelihood 

of developing breast cancer. The integration of these statistical methods into machine learning 

models ensures that the predictions are not only based on patterns in the data but are also 

statistically sound, reflecting true correlations and causations. The synergy between machine 

learning, operational research, and advanced statistics is potentiated through several key areas: 

1. Data Optimization: OR techniques can optimize data preprocessing, selection, and 

reduction to enhance the quality and speed of machine learning algorithms. 

2. Model Selection and Tuning: Advanced statistical methods aid in selecting the right 

model and tuning parameters to improve prediction accuracy and reduce overfitting. 

3. Algorithm Enhancement: By incorporating OR algorithms such as linear 

programming, decision trees, and network flows, machine learning models can be 

refined to handle specific complexities of breast cancer data more effectively. 

In developing robust predictive models, it is essential to apply a structured approach to integrate 

these disciplines. The following equations provide a mathematical basis for this integration, 

illustrating how various operational research and statistical techniques can be applied to refine 

machine learning algorithms specifically tailored for breast cancer prediction. 

The general logistic regression model for binary outcomes, where Y is the binary response 

(breast cancer occurrence or not) and X represents the input features (e.g., age, genetics, 

lifestyle factors): 

𝑌 =  
1

1+𝑒−|𝑥0+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑛𝑥𝑛|                                                                 (1) 

The likelihood function for the logistic regression, used to estimate the parameters 𝛽 : 

𝐿(𝛽) =  ∏  𝑛
𝑖−1 𝑝𝑖

𝑦𝑘(1 − 𝑝𝑖)
1−𝛽                                                                (2) 

The log of the likelihood function, which is often used because it is simpler to maximize: 

log 𝐿(𝛽) =  ∑  𝑛
𝑖−1 [𝑦𝑖log 𝑝𝑖 + (1 − 𝑦𝑖)log (1 − 𝑝𝑖)]                             (3) 

The first derivative of the log-likelihood function, used to find the maximum likelihood 

estimates: 

𝑆(𝛽) =  
∂log 𝐿(𝛽)

∂𝛽
− ∑  𝑛

𝑖−1 𝑥𝑖(𝑦𝑖 − 𝑝𝑖)                                                      (4) 

The second derivative of the log-likelihood function, which assesses the curvature of the log-

likelihood surface: 
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𝐻(𝛽) =  − ∑  𝑛
𝑖−1 𝑥𝑖𝑥𝑖

𝑇𝑝𝑖(1 − 𝑝𝑖)                                                            (5) 

The update rule in the Newton-Raphson method for finding the maximum likelihood estimates: 

𝛽(new ) − 𝛽(old ) − 𝐻−1(𝛽(old ))𝑆(𝛽(old ))                                                        (6) 

The variance-covariance matrix of the estimator 𝛽, assuming the model is correctly specified: 

Var (�̂�) =  −[𝐻(�̂�)]−1                                                                                    (7) 

Wald Test Statistic is used for hypothesis testing of coefficients: 

𝑊 =  (�̂�𝑗 − 0)
2

[Var (�̂�𝑗)]
−1

                                                                         (8) 

Receiver Operating Characteristic (ROC) Curve is a tool used to evaluate the performance of 

a binary classifier system: 

TPR =  
 TP 

 TP + IN 
                                                                                               (9) 

FPR =  
FP

TN+FT
                                                                                                 (10) 

Area Under the ROC Curve (AUC) is a scalar measure to assess the overall performance of the 

diagnostic tests: 

AUC =  ∫  
1

0
TPR(𝑡)𝑑𝑡                                                                                     (11) 

K-fold cross-validation procedure to evaluate model stability: 

𝐶𝑉k− fold =  
1

𝑘
∑  𝑘

𝑖−1  Accuracy 
𝑖
                                                                        (12) 

Akaike Information Criterion (AIC) used for model selection among a set of models: 

AIC =  2𝑘 − 2log (𝐿)                                                                                       (13) 

Bayesian Information Criterion (BIC) is an another criterion for model selection: 

BIC =  log (𝑛)𝑘 − 2log (𝐿)                                                                             (14) 

Sensitivity Analysis formula is used to calculate sensitivity, or true positive rate: 

 Sensitivity = 
𝑇𝑃

 TP + FN 
                                                                                      (15) 

Specificity Analysis is used to calculate specificity, or true negative rate: 

Specificity=  
TN

TN+FN
                                                                      (16) 

Positive Predictive Value is the probability that subjects with a positive screening test truly 

have the disease: 

PPV =  
TP

TP+FP
                                                                                          (17) 

Negative Predictive Value is the probability that subjects with a negative screening test truly 

don't have the disease: 

NPV =  
TN

TN+FN
                                                                                         (18) 
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F1Score is equal to the harmonic mean of precision and recall: 

𝐹1 =  2 ⋅
 PPV.Sensitivity 

 PPV + Sensitivity 
                                                                           (19) 

Decision Tree Split Criterion is Used in decision tree algorithms to choose the best split: 

𝐺 − 1 − ∑  𝑐
𝑖−1 𝑝𝑖

2                                                                                      (20) 

Information Gain is used in decision tree algorithms, measuring the effectiveness of an attribute 

in classifying the training data:  

𝐼𝐺(𝑇, 𝐴) =  𝐻(𝑇) − 𝐻(𝑇 ∣ 𝐴)                                                                     (21) 

Entropy which is  a measure of the amount of uncertainty in the dataset 𝑇 : 

𝐻(𝑇) =  − ∑  𝑐
𝑖−1 𝑝𝑖log2 (𝑝𝑖)                                                                        (22) 

Conditional Entropy is equal to Entropy of the dataset after using attribute 𝐴 for splitting: 

𝐻(𝑇 ∣ 𝐴) =  ∑  𝑣
𝑗−1

|𝑇𝑗|

|𝑇|
𝐻(𝑇𝑗)                                                                        (23) 

Support Vector Machine Margin Maximization of the objective function for SVM focusing on 

margin maximization: 

min
𝐰,𝑏

 
1

2
∥ 𝐰 ∥2                                                                                                (24) 

Kernel Trick for Non-Linear Separation is a transformation used in SVM for non-linear 

classification: 

𝐾(𝑥𝑖, 𝑥𝑗) =  𝜙(𝑥𝑖)
𝑇𝜙(𝑥𝑗)                                                                            (25)     

After establishing the mathematical framework, it’s crucial to understand the implications of 

these equations and how they can be practically applied in the field of breast cancer prediction. 

Each equation plays a critical role in enhancing the robustness and accuracy of predictive 

models. 

The logistic regression model, for instance, is foundational in medical statistics, allowing for 

the estimation of probabilities directly linked to patient outcomes based on multiple risk 

factors. The optimization of this model through operational research techniques, such as the 

Newton-Raphson method (Equation 1.6), significantly refines parameter estimation, making 

the model more responsive to subtle variations in patient data. 

The Hessian matrix and variance-covariance calculations are critical for understanding the 

confidence intervals around estimated parameters, providing insights into the reliability of 

predictions and the stability of the model under various conditions. 

Performance metrics derived from statistical analysis, such as the AUC of the ROC curve, are 

indispensable for evaluating the effectiveness of breast cancer prediction models. They help in 

assessing how well the model can distinguish between patients with and without breast cancer, 

which is crucial for clinical decision-making. 
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Moreover, cross-validation techniques ensure that the model is not just fitting the data well but 

also generalizes effectively to new, unseen data, thus preventing overfitting. This is particularly 

important in medical applications where the cost of a wrong prediction can be very high. 

Finally, advanced machine learning techniques such as support vector machines and decision 

trees utilize operational research and statistical methods to find non-linear patterns and 

complex relationships in data that might not be apparent through traditional statistical methods 

alone. 

In conclusion, the integration of operational research and advanced statistical methods into 

machine learning creates a powerful tool for predicting breast cancer. This integrated approach 

not only improves the accuracy and efficiency of predictions but also offers a deeper 

understanding of the underlying patterns and relationships in medical data. As research 

progresses, these methods will continue to evolve, providing ever more sophisticated tools that 

can be used to fight breast cancer more effectively. This ongoing development underscores the 

importance of interdisciplinary approaches in medical research, leveraging the strengths of 

each field to tackle complex health challenges 

2. RELATED STUDY 

In fact, breast cancer has been recognized as the fifth largest cause of cancer-related death 

worldwide in 2020 [1]. Breast cancer is the most often diagnosed form of cancer overall and 

among women all over the world. On a global scale, it is believed to be the most frequent kind 

of cancer [2]. There are a number of different tests that are utilized in the process of screening 

for breast cancer and diagnosing the disease. These tests include mammography, breast 

inspection, and a biopsy. The identification of breast cancer has been accomplished by the 

utilization of a variety of imaging modalities, including mammography, ultrasound (US), 

magnetic resonance imaging (MRI), histology pictures, and infrared thermography. For the 

screening of breast cancer, mammography is the method that is most widely employed. As an 

illustration, it is advised that women who are forty years old or older go through a 

mammographic screening [3, 4]. The digital mammogram and the digital breast tom synthesis 

(DBT) are the two instruments that make up the majority of mammography. However, it has 

been shown that digital mammography is less successful in individuals who have thick breasts 

and are less sensitive to tiny tumors (tumors with a volume of less than 1 mm [5]). This is 

despite the fact that the digital mammogram is the most often used detection method for breast 

cancer. On the other hand, these drawbacks are circumvented by DBTthe three-dimensional 

mammogram, which is a more advanced method of mammography, is another name for this 

examination.. In general, it offers a greater level of diagnostic accuracy compared to the two-

dimensional mammogram [6]. On the other hand, when these two methods were utilized for 

screening purposes, there was not a discernible difference between them [7]. There are hopes 

that machine learning will lead to better health care, especially in specialized medical fields 

like pathology, ophthalmology, diagnostic imaging, and cardiology [8]. The faster use of 

machine learning in many medical areas will be caused by a number of things, such as the easy 

access to large amounts of medical data and the progress of computer technology. However, 

even with these good gains, it is still not clear how machine learning can be used in a 
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therapeutic setting [9–11]. People are worried about their privacy, don't trust the technology, 

and think that machine learning might be biased without meaning to be [8, 12–14]. These are 

some of the problems that haven't been fully looked into yet. Researchers have looked into how 

machine learning can be used in the field of breast cancer for a number of reasons, such as to 

predict and screen for the disease [15], to predict when cancer will come back [16], to predict 

how long a patient will live [17], to predict breast density [18], and to help with treatments and 

management of the disease [19]. Researchers have looked into a number of different data 

sources and machine learning methods to see how they might be useful in different breast 

cancer clinical situations. These data sources include sociodemographic and clinical data, 

genetic data, imaging data, and more. It can basically divide the use of machine learning in this 

field of study into three main groups: as a screening tool, a diagnostic tool, or a prediction tool. 

It's just that most studies don't make it clear what role their machine learning model plays in 

the clinical setting or how it can be used in real life. The reason for this is that these different 

tasks of machine learning will have an impact on how the model is built and used.Meena et al. 

(2023) [20] planned a breast cancer uncovering model using the curvelet transform for feature 

extraction, adaptive particle swarm optimization for feature selection, and support vector 

machines for classification, achieving higher accuracy rates compared to previous approaches. 

Nurhayati et al. (2020) [21] utilized PSO for feature selection in various classification 

algorithms to improve breast cancer diagnosis, highlighting its effectiveness but noting that it 

couldn't surpass the performance of genetic algorithms. Sannasi Chakravarthy et al. (2022) [22] 

designed a computer-aided diagnosis (CAD) system for breast cancer diagnosis using the Ebola 

Optimization Algorithm (EOA) for feature selection and achieved a maximum accuracy of 

97.19% with mK. - SVM Harish et al. (2022) [23] They used medical image processing 

methods like convolutional neural networks (CNN), particle swarm optimization (PSO), and 

support vector machines (SVM) to find breast cancer. In 2023, Momtahen et al. [24] suggested 

a DOB-Scan probe that uses ensemble learning to find breast cancer earlier and achieve high 

success rates with different regression algorithms. In 2020, Baskaran et al. [25] looked at GA 

and PSO for planning thermal treatment for breast cancer and found that GA did better for 

global optimization than PSO. Mani et al. (2020) [26] used a decision tree classifier on gene 

expression data for breast cancer diagnosis, enhancing results with elephant herding 

optimization for feature transformation. Vilohit et al. (2022) [27] implemented a decision tree 

classifier on gene expression data, enhancing performance with elephant herding optimization 

for feature transformation and principal component analysis for dimensionality reduction. 

Mitra et al. (2023) [28] applied particle swarm optimization to identify disease-causing genes 

and developed hybrid algorithms for the classification of triple negative breast cancer, 

achieving high accuracy rates. Many years ago, Aouragh et al. [29] looked at different machine 

learning methods for classifying breast cancer and improved them by balancing the data, 

choosing the right features, and optimizing hyperparameters. The results were impressive, with 

over 98% accuracy across all measures. 

3. MATERIALS AND METHODS 

The following subsections briefly summarize this paper's research materials and methods.  
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Dataset and Tools  

Breast Cancer Wisconsin (Diagnostic) Data Set from UCI Machine Learning Repository is 

being tested [28]. Wisconsin Breast Cancer diagnosis from UCI repository having 569 samples 

357 benign and 212 malignant..  

Methodology for the Proposed System 

The suggested approach distinguishes malignant from benign cells. We improved breast cancer 

diagnosis machine learning classification models in our research. To compare classifier 

accuracy, all characteristics and chosen features were examined independently. We employed 

wrapper-based feature selection, nature-inspired algorithms like (PSO), and a hybrid of PSO 

and grey wolf optimizer to discover key features. Popular machine learning classifiers SVM, 

KNN, LR, and RF were employed on these features. The suggested system has five stages: (1) 

Pre-processing of the Data, (2) Data imbalance management, (3) Feature Selection, (4) Classes 

derived by machine learning, as well as (5) The evaluation of the performance of the classifier. 

Data Pre-Processing and cross validation  

Preprocessing data is a necessary step in order to represent data efficiently. This phase 

encompasses the elimination of absent values and the discretization of features, which involves 

converting numeric data to nominal. Discreteization facilitates the generation of 

comprehensible branches for the decision tree, as opposed to branches that rely on numerical 

values. The feature row containing missing values is eliminated from the dataset. Cross-

validation is a method employed to evaluate the efficiency of a machine learning model and to 

alleviate concerns, including overfitting. The procedure necessitates dividing the dataset into 

many folds, which are subsets; the model is subsequently trained on a subset of the folds and 

assessed on the remaining folds. Each time this procedure is replicated, distinct subsets are 

utilized for instruction and evaluation. 

Feature Selections 

the proposed study on breast cancer prediction using supervised learning methods, feature 

selection plays a crucial role in identifying the most relevant and informative features from the 

dataset. Effective feature selection can improve model performance, reduce overfitting, and 

enhance interpretability. In the context of feature selection for breast cancer prediction, both 

Particle Swarm Optimization (PSO) and Grey Wolf Optimizer (GWO) can be employed as 

metaheuristic algorithms to efficiently search for the optimal subset of features. These 

algorithms aim to select the most relevant features while minimizing redundancy, thus 

improving the performance of the predictive models. Here's how PSO and GWO can be applied 

for feature selection: 

A-Particle Swarm Optimization  

 PSO [29] is metaheuristic algorithms that illustrate inspiration from swarm performance 

observed in nature, specially the flocking of birds. In 1995, Kennedy and Eberhart put forth the 

proposition. PSO is a stochastic optimization technique that manipulates populations and draws 

inspiration from the social dynamics observed in fish schooling or avian flocking. The 
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proposition was initially put forth in 1995 by Kennedy and Eberhart. PSO attempts to improve 

the fitness of a candidate solution iteratively through simulation of the social behavior of 

particles traversing a search space. Here is the typical operation of PSO: 

Initialization: Particle Swarm Optimization (PSO) starts by randomly selecting a population 

of particles to initially populate the search space. Within the context of the optimization 

problem, each particle is a potential solution. 

Velocity and Position Update: Each time through the loop (or generation), each particle's 

speed and location are changed based on its current speed and location as well as the best 

locations found by it and its neighbors. 

Velocity Update: The following formula is used to update each particle's velocity:  

𝑣𝑖j
𝑡+1 = 𝑤𝑣𝑖j

𝑡 + 𝑐1 𝑟1[𝑝𝐵𝑒𝑠𝑡𝑖 j
𝑡 − 𝑥ij

𝑡 ] + 𝑐2 𝑟2[𝑔𝐵𝑒𝑠𝑡𝑖j
𝑡 − 𝑥ij

𝑡 ]      (26) 

 

𝑥𝑖j
𝑡+1 =  𝑥ij

𝑡 +  𝑣𝑖j
𝑡+1                (27) 

𝑣𝑖j
𝑡  is velocity of ith partical of jth dimension at time t and 𝑥𝑖j

𝑡   is position of same, w is Inertia 

weight, 𝑐1 𝑐2 are cognitive learning factor, 𝑟1 𝑟2 Uniformly distributed random number between 

0 and 1,  pBest is its personal best value and gBest is global best value.  Then position is 

converted in binary using sigmoid function. 

𝑥𝑖j
𝑡+1= {

0 𝑖𝑓 𝑟𝑎𝑛𝑑() ≥ Sigmoid(𝑣𝑖j
𝑡+1)

1 𝑖𝑓 𝑟𝑎𝑛𝑑() < Sigmoid(𝑣𝑖j
𝑡+1)

                           (28) 

Sigmoid (𝑣𝑖j
𝑡+1) = 1 / (1+𝑒−𝑣𝑖j

𝑡

)         (29) 

Where rand () is a random number between 0 and 1, and the sigmoid function transforms the 

velocity value into a probability between 0 and 1 

Evaluation: After updating the positions, the fitness of each particle is evaluated based on the 

objective function of the optimization problem. 

Update Personal and Global Best: It is possible for each particle to change its personal best 

position (pbest) if the new position makes it more fit. Also, if a particle finds a better answer 

than the current global best, it changes the global best position (gbest). 

Termination: PSO iterates indefinitely until a termination condition is satisfied, which may be 

the attainment of a satisfactory solution or the completion of a limit number of iterations. 

B-Grey Wolf Optimizer (GWO) 

Grey Wolf Optimizer (GWO) A population-based metaheuristic optimization method was 

created by looking at the social structure and hunting habits of grey wolves. As an alternate 

optimization technique for the purpose of resolving complex optimization issues, GWO was 

presented by Mirjalili et al. in the year 2014.'[26] 
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Initialization: At the start, GWO creates a population of possible answers at random, which is 

shown as a pack of grey wolves. 

Hierarchy Formation: Based on their fitness values, the grey wolves are classified as alpha, 

beta, delta, or omega wolves in each iteration. The alpha wolf symbolizes the most optimal 

solution thus far, while the beta wolf and delta wolf represent the second-best and third-best 

solutions, respectively. The omega wolf denotes the worst solution thus far. 

Update Positions: To simulate the way that wolves hunt, each individual wolf will modify its 

position in accordance with the positions of the alpha, beta, and delta wolves. This is done 

using specific equations that determine the movement of each wolf towards the alpha, beta, 

and delta wolves, as well as exploration and exploitation phases. 

Fitness Evaluation: The fitness of each wolf is evaluated based on the objective function of 

the optimization problem after their positions have been updated by the algorithm. 

Update Alpha, Beta, and Delta Wolves: The fitness of the wolves in the current cycle is used 

to change the alpha, beta, and delta wolves. If another wolf comes up with a better idea than 

the current alpha, beta, or delta wolf, it takes their place. 

 D = |CXp − AX (t)|         (30) 

X (t + 1) = Xp (t) − AD        (31) 

Xp  is position of prey at current iteration t, X is the position vector of a wolf, A and C are 

coefficient vectors given as: 

A=2ar1-a 

C=2r2 

r1 and r2 are random vectors ∈ [0, 1] and a linearly varies from  2 to 0  

Dα = |C1.Xα - X|,  

Dβ =|C2.Xβ - X|,  

Dδ = |C3.Xδ – X|     (32) 

X1= Xα – A1 Dα ,  

X2 = Xβ – A2Dβ,   

X3 = Xδ – A3Dδ     (33) 

X (t + 1) =  (X1+ X2+ X3)                                (34) 

As it go through the iterations, a changes from 2 to 0, which is the linear value of the α, β, and 

ε wolfs. 

Termination: The algorithm will continue to iterate until a termination condition is satisfied, 

which could be reaching a maximum number of iterations or achieving a solution that is 

satisfactory. 
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C-Hybrid algorithm  

A hybrid algorithm that combines PSO and GWO for breast cancer detection involves 

integrating the search mechanisms of both algorithms. Here's a conceptual outline along with 

mathematical expressions: 

Initialization: Initialize the population of particles for PSO and the pack of wolves for GWO 

randomly within the search space. 

Objective Function: the objective function that represents the fitness of a solution based on 

its ability to classify breast cancer accurately. Precision, specificity, sensitivity, and the ROC 

area are just a few of the possible factors that might be incorporated into this function. 

GWO position update equations They do not make use of traditional mathematical formulae; 

rather, we make use of the inertia constant to guide the exploration and exploitation of the grey 

wolf within the bounds of the search space. Equation (5), after being modified, is now the 

following: 

Dα = |C1.Xα – w*X|,  Dβ =|C2.Xβ – w*X|,  Dδ = |C3.Xδ – w*X|   (35) 

Particle and Wolf Movement: 

Update the velocity of each particle in PSO and the position of each wolf in GWO based on 

their current positions and velocities, similar to standard PSO and GWO algorithms. 

PSO velocity updates equation:  

𝑣𝑖j
𝑡+1 = 𝑤(𝑣𝑖j

𝑡 + 𝑐1 𝑟1(𝑋1 − 𝑋𝑖
𝑡) + 𝑐2 𝑟2(𝑋2 − 𝑋𝑖

𝑡) + 𝑐3 𝑟3(𝑋3 − 𝑋𝑖
𝑡))   (36) 

Then position is calculated using updated velocity as in PSO                                   (37) 

𝑥𝑖
𝑡+1 =  𝑥i

𝑡 +  𝑣𝑖
𝑡+1            (38)  

 Fitness Evaluation: The goal function should be used to determine the fitness of each wolf 

and particle. 

Update Best Positions: Update the personal best positions (pbest) of particles in PSO and the 

alpha, beta, and delta positions of wolves in GWO based on the fitness evaluations. 

Hybridization: Combine the movement strategies of PSO and GWO, possibly by assigning 

different weights or probabilities to each algorithm's update equations. For example; you could 

use a weighted average of the velocity update from PSO and the position update from GWO to 

update the position of each particle or wolf. 
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Fig.1 

Proposed Flow Diagram 

Termination: Iterate through steps 3–6 until a termination condition is met, like as when the 

maximum number of iterations is reached or when a satisfactory solution is found. 

Classification: Use the final positions of particles or wolves as the selected features for breast 

cancer detection. Apply a classification algorithm like SVM, KNN, LR, and Random Forest 

RF to classify the breast cancer instances based on the selected features. 

4. EXPERIMENT SETUP AND PROPOSED SYSTEM 

 During the course of this research endeavor, the Breast Cancer dataset, which was obtained 

from the UCI Machine Learning Repository, was utilized.The dataset was then subjected to 

pre-processing procedures in order to get it ready for analysis, which included dealing with any 

missing variables. Following preprocessing, we separated the dataset into training and testing 

sets, which were used for the construction of the model and the evaluation of the model, 

respectively. For optimization algorithms such as PSO, GWO, and a hybrid approach 

combining PSO with GWO. These algorithms were used to identify the most relevant features 

from the dataset, thereby improving the efficiency and effectiveness of our models. The results 

of our study demonstrated the effectiveness of different feature selection and classifier 

combinations in predicting breast cancer outcomes. By comparing the performance metrics of 

each model, we were able to identify the most accurate and reliable classifiers for breast cancer 

prediction. 

5. RESULT &  DISCUSSION 

This section discusses ML classification models and outcomes from diverse methodologies. 

Initially, we used ML classifiers to eliminate missing values and undesirable data from pre-

processed data. During the second stage, we used PSO, GWO, and a hybrid strategy, as well 

as Wrapper approaches including SVM, KNN, LR, and RF, ANN, on both preprocessed and 

unprocessed datasets. The total number of characteristics that were chosen using these 

methods. The comparison of the accuracy of these classifiers with the accuracy (percentage) 

results of virtual machine models that were trained with a variety of data splitting ratios (90-

10, 80-20, 70-30, and 60-40) and optimized with a number of different optimization algorithms  
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Performance evaluation metrics 

Performance evaluation metrics are crucial for assessing the effectiveness of machine learning 

classifiers. The commonly used metrics include classification accuracy, precision, recall  

Table 1 performance of different feature selection and classification techniques 

 

Train 

Test 

 

Ratio All Features PSO GWO HPSOGWO 

 
  Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 

SVM 

90-10 96.49 97.22 97.22 92.98 97.06 91.67 96.49 97.22 97.22 92.08 97.06 91.67 

80-20 98.25 98.60 98.60 95.61 97.18 95.83 97.37 97.26 98.60 95.61 97.18 95.83 

70-30 97.66 98.13 98.30 97.49 98.13 97.20 97.66 97.20 99.07 97.08 97.22 98.13 

60-40 96.93 96.58 98.60 97.81 97.92 98.60 97.81 97.26 99.30 98.25 97.28 100.00 

KNN 

90-10 98.25 97.30 99.00 96.49 97.22 97.22 98.25 97.30 100.00 94.74 97.14 94.44 

80-20 98.25 97.30 98.00 93.86 97.10 93.06 93.86 95.77 94.44 93.86 97.10 93.06 

70-30 97.60 96.40 98.00 94.74 95.37 96.26 95.32 94.59 98.13 95.32 95.41 97.20 

60-40 96.05 95.89 97.90 95.18 95.21 97.20 95.18 94.59 97.90 96.49 96.55 97.90 

LR 

90-10 96.49 97.22 97.22 98.25 97.30 99.00 92.98 97.06 91.67 96.49 97.22 97.22 

80-20 95.01 94.67 98.61 96.49 95.95 98.61 94.74 95.83 95.83 93.86 93.33 97.22 

70-30 94.74 92.98 99.07 94.74 92.24 99.00 94.50 92.92 98.13 93.57 92.11 98.13 

60-40 95.80 94.00 98.60 95.61 94.04 99.30 95.61 94.63 98.63 94.74 93.38 98.60 

RF 

90-10 96.49 97.22 97.22 94.74 97.14 94.44 92.98 97.06 91.67 94.74 97.14 94.44 

80-20 94.74 95.83 95.83 95.61 97.18 95.83 96.49 95.95 98.60 94.74 95.83 95.83 

70-30 95.32 95.41 97.20 95.32 95.14 97.20 94.15 95.33 95.33 94.15 94.50 96.26 

60-40 94.74 95.17 96.50 96.49 96.55 97.90 95.18 95.83 96.50 93.86 94.48 95.80 

ANN 

90-10 96.49 97.22 97.22 92.98 97.06 91.67 91.23 96.97 98.89 94.74 97.14 94.44 

80-20 97.37 98.59 97.22 95.61 97.18 95.83 94.74 95.83 95.83 96.49 98.57 95.83 

70-30 98.25 99.06 98.30 95.91 96.30 97.20 95.32 95.41 97.20 97.08 98.11 97.20 

60-40 98.68 99.30 98.60 96.61 96.50 96.50 95.60 95.85 97.20 96.93 97.89 97.20 

 

Classification Accuracy: The accuracy of classification is determined by determining the 

percentage of data points that have been successfully classified out of the total number of data 

points. Calculated by taking the total number of data points and dividing it by the sum of true 

positives (TP) and true negatives (TN), it includes the following:  

Accuracy=
𝐓𝐏+𝐓𝐍+𝐅𝐏+𝐅𝐍

𝐓𝐏+𝐓𝐍
 

Precision: Accuracy can be defined as the ratio of the actual positive to the total number of 

positives anticipated. A model with a high precision has a low false positive rate, which means 

that it only sometimes incorrectly identifies negative occurrences as positive. Conversely, a 

low precision suggests that the model tends to make a significant number of false positive 
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predictions, which can be problematic in scenarios where false positives are costly or 

undesirable as in fraud detection, and spam filtering. 

                               Precision =  
𝐓𝐏

𝐓𝐏+𝐅𝐏
 

Recall,-Recall, In classification tasks, a performance indicator that is also known as sensitivity 

or true positive rate is utilized to evaluate the capability of a model to accurately identify all 

positive cases from the entire number of actual positive examples that are contained inside the 

dataset. A formula that is used to compute it is as follows: 

Recall-=
𝐓𝐏

𝐓𝐏+𝐅𝐍
 

Table 1 shows a full comparison of how well different machine learning classifiers (SVM, 

KNN, LR, RF, and ANN) worked when trained with different optimization algorithms (PSO, 

GWO, and HPSOGWO) and when the train-test ratios were 90-10, 80-20, 70-30, and 60-40. 

For each combination of classifier, optimization algorithm, and train-test ratio, the table reports 

accuracy, precision, and recall values. Fig. 2, Fig. 3, and Fig. 4 show the support vector machine 

(SVM) performance. Across all train-test split ratios, SVM classifiers trained with the GWO 

optimization algorithm consistently achieved the highest accuracy, precision, and recall values. 

In the 90-10 split, GWO attained an accuracy of 96.49%, precision of 97.22%, and recall of 

97.22%. And Fig. 5, 6, and 7 shows the K-Nearest Neighbors (KNN) performance, with GWO 

consistently demonstrating strong accuracy, precision, and recall rates across different split 

ratios. In the 90-10 split, GWO achieved an accuracy of 98.25%, precision of 97.30%, and 

recall of 99.00%. And Fig. 8; Fig. 9; and Fig. 10 show the Logistic Regression (LR) 

performance. LR classifiers trained with the PSO optimization algorithm consistently achieved 

high accuracy and precision values across various split ratios. For instance, in the 90-10 split, 

PSO attained an accuracy of 98.25% and precision of 97.30%. And Fig. 11, 12, and 13 show 

the Random Forest (RF) performance. RF classifiers trained with the PSO and HPSOGWO 

algorithms demonstrated competitive precision rates across all split ratios. GWO also 

performed well, particularly in achieving high recall rates. In Fig. 14, Fig. 15, and Fig. 16, 

showing the artificial neural network performance, ANN classifiers exhibited strong 

performance across different optimization algorithms and split ratios. HPSOGWO consistently 

achieved high accuracy, precision, and recall rates across all splits, showcasing its 

effectiveness. 
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Fig. 2 SVM Accuracy for different training testing ratio 

 

Fig. 3 SVM Precision for different training testing ratios 

 

Fig. 4 SVM Recall for different training testing ratio 
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Fig.5 KNN Accuracy for different training testing ratio 

 

Fig.6 KNN Precision for different training testing ratio 

 

Fig.7 KNN Recall for different training testing ratio 
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Fig.8 LR Accuracy for different training testing ratio 

 

 

Fig.9 LR Precision for different training testing ratio 

 

 

Fig.10 LR Recall for different training testing ratio 
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Fig.11 RF Accuracy for different training testing ratio 

 

 

Fig.12 RF Precision for different training testing ratio 

 

Fig. 13 RF Recall for different training testing ratio 
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Fig. 14 Accuracy for different training testing ratio 

 

 

Fig. 15 ANN Precision for different training testing ratio 

 

 

Fig.16 ANN Recall for different training testing ratio 
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Table 2 number of features selected by three different feature selection methods 

  PSO GWO HPSOGWO 

SVM 13 13 12 

KNN 13 10 13 

LR 15 8 14 

RF 11 10 15 

ANN 12 9 16 

 

Table 2 provides the number of features selected by three different feature selection methods. 

For SVM, PSO and GWO select 13 features each, while HPSOGWO selects 12 features. For 

KNN, PSO and HPSOGWO select 13 features each, while GWO selects 10 features. For LR, 

PSO selects 15 features, GWO selects 8 features, and HPSOGWO selects 14 features. For RF, 

PSO and GWO select 11 features each, while HPSOGWO selects 15 features. For ANN, PSO 

selects 12 features, GWO selects 9 features, and HPSOGWO selects 16 features. 

6. CONCLUSION 

This research work provides valuable insights by utilizing various machine learning and feature 

selection techniques in the application of breast cancer prediction and exploring various 

supervised learning methods, including logistic regression, SVM, KNN, random forests, and 

ANN. The choice of feature selection method, such as PSO, GWO, or a hybrid PSO-GWO 

approach, significantly influenced the performance of the classifiers. These optimization 

algorithms helped identify the most relevant features from the dataset, improving the efficiency 

and effectiveness of our predictive models. Furthermore, our study demonstrated the 

effectiveness of different classifiers in predicting breast cancer outcomes. SVM showed 

promise in handling high-dimensional data and finding optimal hyperplanes for classification. 

LR, KNN, and RF also performed well, each offering unique advantages in terms of simplicity, 

interpretability, and ability to handle nonlinear relationships in the data. Performance 

evaluation using metrics such as accuracy, precision, recall (sensitivity), and specificity 

provided a comprehensive assessment of the models' predictive capabilities. Our findings 

underscore the potential of machine learning for improving breast cancer diagnosis and 

treatment. By leveraging advanced computational techniques and optimization algorithms, we 

can enhance the accuracy and efficiency of breast cancer diagnostic systems, ultimately leading 

to improved patient care and outcomes in the fight against this debilitating disease. 
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