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Abstract:  

The primary objective of processing and analyzing medical covid images is to 

effectively extract covid body features from objects in the images, and a crucial part of 

this process is segmenting the bodies in the images. Allocation of covid resources, 

evaluation of ecological services, protection of covid resources monitoring system, and 

identification of flood disaster applications are all examples of real-time uses for this 

fundamental activity. Randomly extracting COVID bodies sfrom medical COVID 

images is a new challenge for image and COVID interpretation. Several covid 

applications have shown promise in using convolutional neural networks (CNN) to 

process this task efficiently. For effective covid segmentation from Bioinformatics 

COVID-19 pictures, several CNN-based methods have been suggested. When it comes 

to segmenting covid extraction from human medical images, multi scale covid 

extraction (MWEN) is the one convolutional neural network approach to extract covid 

part from medical images. Unfortunately, the large number of training sensing image 

samples and sparse arrangement of boundary pixels make it unsuitable for 

investigating automatic extraction of COVID body segmentation from medical COVID 

images. The purpose of this proposal is to present a new hierarchical neural network 

called NOMFCHNN that is optimized for multiple features to improve the stage of 

autonomous body segmentation from medical COVID images.  Using pixel matching 

and extended feature extraction, NOMFCHNN builds a neural network with features 

that expand and inception-related layers that store network localization data. By 

utilizing contour map optimization, this method can also detect contours using 

globalized images and segmentation. It then passes the result of each contour 

identification into the next contour identification in the chosen hierarchical area. In 

addition, our suggested method checks the low-resolution term for every pixel in the 

picture, learning the image from the segmentation results of nearby pixels to get rid of 

inaccuracies or minor modifications. To evaluate the feature extraction of covid body 

from human medical covid images, we choose a multi-scale feature segmentation 

fusion module to better recognize the outlines of the COVID-19 body from the 

COVID-19 image. Comparing state-of-the-art procedures to those conducted on 

Bioinformatics Covid pictures, extensive trials on combined medical covid repository 

photos show that the suggested methodology enhances segmentation accuracy and 

other characteristics. 

Keywords: Image segmentation, contour map optimization, Bioinformatic Covid 

images, extraction of covid body, CNN, MSFE, high and low pixel resolution 
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1. Introduction 

Emerging technology that relies on high-resolution medical COVID-19 footage is cutting edge. Collecting 

various forms of unidentified area-related photographs poses a new problem for workers in the field of geographic 

information systems. Digital mapping, urbanization monitoring, and medical covid picture interpretation are just a 

few examples of the many uses for this new area of study in covid. In the realm of covid resource monitoring, the 

extraction of COVID-19 bodies from bioinformatic COVID pictures is a novel and important idea. In the current 

real-time setting, segmentation/classification for COVID-19 body extraction is vital since COVID bodies change 

their environments. Figure 1 shows the representation of bodies of covid in bioinformatic Covid pictures based on 

higher end resolutions. Some of these images are blurry or deteriorated. The aquatic vitiation of silts, boat 

obstructions, and shadow cast by nearby tail plants are all causes of degradation in covidbody resources. 

 

Figure 1: some of the typical and aerial medical covid images with sample covid bodies 

Deep learning has been more popular among image processing techniques in recent years (Ref [16, 

17]).Applications of convolutional neural networks (CNNs) include object detection [20, 21], semantic segmentation 

[19], and scene categorization [18, 19]. According to reference [22], CNNs can directly extract features from raw 

images by employing several convolutional layers, hence avoiding complex feature extraction. Pixel-by-pixel image 

categorization is one of CNNs' semantic segmentation capabilities that is used to extract information from COVID-

19 images. Convolutional neural networks (CNNs) use deep convolutional layers to assign labels to pixels after 

recording pixel positions using shallow convolutional layers, as per ref [22]. A convolutional neural network (CNN) 

has three layers: two convolutional and one fully connected. The shallow structure of the system leads to its poor 

robustness in complex settings, as it can only capture low-level properties. Furthermore, a lot of papers use small 

input sizes for CNN models, so they are not appropriate for large-scale feature extraction. As the spatial resolution 

of medical COVID images increases, a number of deep learning-based methods for COVID body extraction have 

been proposed [25].CNNs are increasingly being utilized to extract data from COVID-19 images of infected people's 

bodies. In [10], an innovative application of CNN for COVID body extraction from Landsat ETM+ images was 

described. In a CNN technique, combining the super pixel is recommended in [6]. The core of this strategy consists 

of fusing artificially-designed traits with CNN-extracted ones. However, as forward propagation proceeds, certain 

crucial information is lost, which reduces the fluidity of covid extraction.  

Recent years have seen advancements in fully convolutional neural networks (FCNs) and other end-to-end 

CNNs [26].Beginning with semantic segmentation, the first end-to-end CNN was the fully convolutional network 

(FCN) [19]. Once the last convolutional layer has extracted abstract features from the input picture, FCN assigns 

labels to each pixel in the feature maps. On the other side, information associated with low-level features retrieved 

from the shallow convolutional layer is lost by FCN. Various models have been created to enhance CNN 

performance in computer vision's semantic segmentation in the past few years. Two examples are Unet (Ref. 23) 

and Deeplab V3+ (Ref. 24). The efficiency and precision of the covid body extraction were much enhanced after the 

implementation of these end-to-end CNNs. Employing CNNs for covid body extraction presents a number of 
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difficulties. Forward propagation loses fine-grained covid body information due to the repeated max-pooling layers 

reducing the feature map resolution. In addition, feature maps with distinct pixel receptive fields enable feature 

information storage at multiple scales; this is because feature maps produced at different depths by convolutional 

layers [22] are not the same. Merging characteristics extracted at different scales in covid body extraction is an area 

that is now under-researched. 

As for classification [21,22], building detection [23-25], road detection [26-28], and covid body extraction 

[21,23,29], several researchers have developed variants of U-net for different covid applications. Zhang, Z. [18] 

states that extremely high-resolution images of covid can have their bodies extracted using a deep convolutional 

encoder-decoder (DCED) architecture. Deep Unet, on the other hand, foresaw up sampling-induced blurring of the 

COVID-19 boundary pixels as a source of inaccurate results. A model called fully connected CRF (FCCRF) was 

employed to reduce the blurring effect [30]. The local structure information of the covid body and its boundary 

pixels were lost by FCCRF as a result of the smoothing effect [20]. The answer to the problem was the use of 

regional restriction (RR) and increased COVID body borders, which helped with prediction. A and Ronneberger O 

proposed in their 2015 and 2019 papers, respectively, the use of TernausNet for covid body segmentation [23]. The 

number 33, where a knowledge-transfer model was used to link tagged, high-resolution images. Disappointing 

prediction results are a result of the disparity in the spatial and spectral information distribution between high 

resolution and ultra-high resolution images. This defect causes the model to wrongly segment scenes that contain 

COVID-19 entities with differing spectral properties, in addition to failing to segment on many occasions. 

Transferring knowledge from high-resolution to very high-resolution photos did not enhance the efficiency or 

effectiveness of the segmentation. Although the majority of the aforementioned designs demonstrated outstanding 

performance, the computational complexity was increased due to the large number of trainable parameters. Both 

Ronneberger et al. [24] and H. Xiangyun et al. [25] laid the groundwork for the W-Net that is now being considered. 

Its superior performance allows it to compete with other techniques, such as the one proposed by Meng Chen et al. 

[23]. 

 

However, because of the uneven alignment of boundary pixels and the huge number of COVID training picture 

samples, there is insufficient data to investigate the automatic extraction of COVID body segmentation from 

medical COVID images. To improve the efficiency of automatic body segmentation using medical COVID images, 

we present an innovative optimized multi-feature contour-based hierarchical neural network (OMFCHNN).  

OMFCHNN finds the network's position by extracting features using an enlarged neural network layer. Enhanced 

feature extraction and pixel matching are the backbone of the suggested method. Another method that uses picture 

globalization to find contours is contour map optimization. The segmentation step of this approach uses a predefined 

hierarchical region to pass the results of one contour detection stage onto the next. In studies employing real-time 

bioinformatic COVID-19 pictures, the suggested method achieves high levels of accuracy in medical image 

segmentation based on recall, precision, and other metrics. What the proposed approach basically does is add: 

i) COVID pictures captured in difficult environments should be processed using feature extraction at 

high resolution and across multiple scales in order to recover covidbodies. The basic picture of 

encoding and decoding in convolutional neural network (CNN) feature extraction is combined with 

responsive feature data from lower and higher level pixels to build an ideal multi-scale feature. 

ii) ii) For fine-grained COVID body scanning, we present a multi-scale feature extraction method based 

on optimized contour detection, with the aim of exploring the feasibility of enhancing the segmentation 

results from different labels. 

iii) We proposed an associative pixel matching-based COVID-19 body segmentation approach to improve 

performance. 

iv) Using an optimized pixel connection approach, we classify the segmented picture with outline 

COVID-19 body by evaluating the foreground and background image pixel processes. 
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2. Materials and Methods 

2.1. Area of Study 

In this part, we will go over the groundwork for medical COVID-19 body extraction segmentation. In order 

to process heterogonous features in identification of sampled binary images and multi feature labelled covid body 

segmented images, the suggested work builds on top of convolutional neural networks with optimal characterization 

of multi features. 

2.1.1. Feature extraction using several scales 

For a multi-featured mixed network, three distinct models are described: RLFE (receptive longer feature 

extraction), CFE (channel-based feature extraction), and LFE (feature extraction on local variables). By utilizing 

LFE and RLFE, we define the spatial relationship between linked features and investigate the maximum features 

generated by cross-channel feature connections. Figure 2 depicts a beginner's attempt at multi-scale feature 

exploration. 

 

Figure 2. Multi-scale feature extraction procedure represented using various models. 

Image pixel local data and feature map links were the basis of LFE design. It measures the separation 

between the weighted map connection and all local pixel features. The output of the current layer of the neural 

network is the input to the resultant distance. RLFE defines the kernel-associated function-based receptive big 

feature structure as 

( 1)*( 1)MRF I I d= + − −  

Amount of receptive features in terms of associative kernel sizes I obtained data from multiple layers of features 

after performing on neural convolution layers. Exploring global data from several pixel positions in an intense 

gradient image is described by CFE. 

2.1.2. Contour Map Optimization 

The topic of contour identification from images using localization image components has sparked discussions 

about several existing methods. We address here the topic of medical COVID-19 optimized contour detection using 

multi-scale globalization in conjunction with semantic picture data, such as texture, colour, form, and brightness. 

 Cb is the sub part of image weight with gradient G(a,b,o) from extensive medical covid image. 
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Assume I is the intense medical COVID-19 image, and Cb is the contour block with the gradient signal ( , , )G a b   
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The intensive image with locations a and b needs to be investigated and assessed using two subsample 

images, such as gradient mask and histogram images. Figure displays a sample representation of contour detection 

 

Figure 3. Contour representation from a sample-intensive image. 

Figure 3 illustrates a contour map that goes along with an intense image; it uses deep layer functions to 

detect contours based on the three-dimensional localization of various components. This method, when applied to 

features with multiple labels and built on multi-scale contour detection, 

( ) , , ( , ), , ( , , )b k s k k s

s k

mC a b G a b  =  

The computational process of the selected intensive image with locations a and b must be examined and 

evaluated with the use of two subsample photos, such as gradient mask images and histograms. An illustration of 

contour detection is shown in the image. 

Let s represent the pixel's feature index and k stand for the feature's color, texture, and form representation 

i.e. , ( , )k k sG  & ( , , )a b  .   Between related pixel notations in images, there is a histogram and a binary map mask 

image. The definition of ideal contour selection for a pixel in a picture is 

( ),
,

exp max( ( )) /k l b
p k l

OCM mC a p


=  

In this case, k and l are pixel functions that are related with each other via associative distance; MSFE describes the 

optimal functionality of contour map detection. Apply this method to the suggested strategy. 

2.2. A Novel Hierarchical Optimized Multi-Feature Contour Neural Network 

In this part, we present a novel approach to deep segmentation that is both interactive and made possible by an 

optimized multi-feature contour-based hierarchical neural network (NOMFCHNN) and applied to high-resolution 

medical COVID images. 
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Figure 4.  Process of the proposed technique. 

 The three main components of the suggested strategy are illustrated in Figure 4, which details its basic 

procedure: Enhancing the extraction of covid body segmentation, generalizing mapped picture collection based on 

guidance, and contour-based multi-scale feature extraction. 

2.2.1. A collection of generalizable images based on guidelines 

Using convolutional neural network (CNN) interactions, we transmit picture data into various binary 

sample images to generate pixel mapped image collections. A big number of training sample photos and map 

connections between sampling images are necessary for the data technique utilized in this paper, which is connected 

to deep learning images. All the many kinds of covid are represented in the image, which is a set of pixel labels. 

There is a visual interpretation that may be used to depict all the labels in medical COVID images, which consist of 

bodies of covid and backgrounds. Included in these photographs are both training and testing sets and they including 

every possible kind of covid. These samples include all pixels with a covid surface and some without. Almost every 

sampled library storage contains 14,000 to 15,000 samples from input trained images. 

 

Figure 5 Medical covid images with passive and negative labeled samples. 

Euclidean distance (DA) is a technique that we employ to move all the labeled samples to the set of guiding 

image maps. Every pixel in the trained sample picture is evaluated for DA at coordinates (k,l). The image's 

relevance map (uk,l), which is between [1,0] after that, is normalised. Our last section explains the relevance map 

for guidance as 



Communications on Applied Nonlinear Analysis 

ISSN: 1074-133X 

Vol 32 No. 10s (2025) 

  

1313 
https://internationalpubls.com 

( )1
, , ,2

( ) 1 ( ) ( )k l p k l n k lE u DA u DA u= − +  

,

2 2

,( ) min ( ) ( )
n m p

p k l
u S

DA u k n l m
 

= − + −  

,

2 2

,( ) min ( ) ( )
n m n

n k l
u S

DA u k n l m
 

= − + −  

pDA be the location of passive pixel, nDA  be the location of negative pixel and ,k lu stand for the values 

of the pixels in the active and negative pixels areas, S represents the collection of pixels under consideration, and m 

and n stand for the random parameters. Consider evaluating global distance transformation (GDT) using encode and 

decode transforms based on user interactions to obtain the entire pixel distance of a picture. 
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,
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=   
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Figure 6 illustrates the picture (I), path (r), and all paths found in the n, m parametric pixels (u, v), along with the 

vector of direct and gradient distances between these pixels, to accompany the execution of the sample guiding 

image. 

 

Figure 6. DA-based picture, guiding map, passive label sampling, negative sampling, and image with 

sampling 

After creating a binary sampled mask image using various pixel notations set to 1, 0, we tested multi-scale 

feature processing using sampling. 

2.2.2. Differential feature extraction based on contours 

The proposed contour-based multi-feature extraction is very different from the existing multi-scale extraction 

features; so, we employ the following modules to process it: extraction of local features (LFE), channel and long 

receptive field-based feature extraction (CFE&LRFE), and so on. CFE investigates information regarding the 

connections between several feature maps, whereas LFE and LRFE are components utilized for feature-based region 

selection. 
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Figure 7 shows a representation of the AGC module using convolution layers and a 128*128 pixel 

dimensionality. 

Our suggested approach modifies the Attention Guidance Convolution (AGC) mechanism to produce 

multi-scale features on various pixel positions, allowing for resolution-based connection of low- and high-level 

feature maps. The process and input feature maps, denoted as F=(F_1,F_2,.....,F_c)∈R^(w,h,c), are shown in the 

accompanying graphic. The channel, c, and the width and height of the i/p feature maps are similarly shown. A 

multi-scale function and a summing feature map connection, denoted as seq_gap∈R^(C,1,1)&seq_gmp∈R^(C,1,1), 

can be used to achieve the global feature image optimization discussed before. The multi-feature-based input feature 

scale function (FM) is defined as 

𝑜/𝑝𝐴𝐺𝐶 = 𝑀 ∗ 𝑀𝐹𝑤𝑒𝑖𝑔ℎ𝑡 

𝑀𝐹𝑤𝑒𝑖𝑔ℎ𝑡 = 𝜎[𝑃𝐿𝑀(𝑠𝑒𝑞𝑔𝑎𝑝) + 𝑃𝐿𝑀(𝑠𝑒𝑞𝑔𝑚𝑝)] 

The function of scaled features is defined by and * here denotes multiplication of the selected element. The 

relevance of discovered data can be communicated via Multi-Layer Perception (MLP), which shares features with 

other sequences. Several layers—lay1, lay2, lay3,..., lay7—are used to obtain the input image based on the 

previously discussed map connection for multi features technique. Our suggested approach was centered on features 

that are both dependable and effective. Tagged features based on pixel interactions are combined to extract 

characteristics from images, whether at low and high resolution. Features from lower layers explain low-level label 

information, while deep layers look at high-level consistency information. This result in a compressed version of the 

data pertaining to deep layers that provides enhanced features. Before describing the loss function that is based on 

the sequence of multi-features, multi-feature functions that are defined in the [1,0] range are assigned. 

𝑙𝑜𝑠 = min𝑙𝑜𝑠𝛾(𝑌, 𝑃𝛾) 

𝑙𝑜𝑠𝛾 = 1 −
∑ min(𝑌𝑢,𝑃𝛾

𝑢)
𝑢

∑ max(𝑌𝑢 , 𝑃𝛾
𝑢)

𝑢

 

Here ,u uY P each picture's pixel, as well as u, which stands for the ground and multi-scale features and the 

properties linked to them. Figure 8 displays the final pictures generated by the COVID-19 body segmentation tool. 
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Figure 8 displays the final pictures generated by the COVID-19 body segmentation tool. 

As well as u, this stands for the ground and multi-scale features and the properties linked to them.  

input: ((u_1 ) ̂(h))((u2) (̂h)), example binary mask picture, and medical covid image. 

Segmented image with COVID body extraction as the output 

S1: Assess multi scale feature instance from image based on above equations 

S2: In a medical COVID-19 image, find the feature distance of each pixel and name the region 

where R=h|(u⏴⏜ (h)>u⎴⏜ (h-1))&(u⎴⏜ (h)>u⎴⏜ (h+1)). 

in which case R is the area that encompasses all of the COVID body's pixels. 

S3: Find the cutoff for all images where the pixel locations are within the defined region, denoted as 

R={h|(u┴⏜ (h)>u⏜ (h-1))&(u (h)>u┬⏜ (h+1))}. 

which is where the weight and height of the image determine the total pixel threshold, denoted as K. 

S4: Remove all pixels from the backdrop. 

S5: Check the values of every pixel in the background and foreground. 

For high values of h, where R=R-h, K=K-. On the other hand, since u (h+1)≠u⎴⏜ (h-1) when (h) is 

small: 

S6: Using all of the image's evaluated interaction values, each pixel is represented as  

{[i1,1], [i2,1], [i3,1]…. [in,N]}. 

 

S7: Divided COVID body photos similar to S1, S2,... 

 

2.2.3. Extracting COVID-19 body segments with maximum efficiency 

The evaluation of pixel weights with suitable neighbor pixel selection of each image follows the processing of 

multi feature extraction and the completion of the training procedure. After taking a raw, relevant image as input and 

using a probability map link discovered by a multi-scale feature search procedure, it is able to segment bodies of 

covid. Because this task reads image pixels, this module comprises a lot of them. The model that works best when 

evaluating pixels with different decoding variables is optimized covid body segmentation with multi scale feature 

extraction. The process of optimized segmentation is defined as 

,( | ) ( ) ( , ), ,k k k l k l

k k l

OWS B A p p p k l M 


= +    
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Let B stand for the sample binary map, Here we have the i/p picture A, the full set of image pixels M, a domain 

that ranges from 0 to 1, the cost binary map function assigned to each pixel k, and a smooth term that characterises 

the consistency of pixels with comparable features; this term should be assessed as 

,

, 1

( )

( , ) ( , ) ( , )

f

k
kf b

k k

k k b

k

f b

k k

k l k l k l k l

p
p

p p
p

p
otherwise

p p

p p p p i f f



 


− =

+
= 
 −
 +

=

 

These represent 
f

kp each pixel's foreground and background regions I, k parallel.  I am the kernel, and the 

vector of various features ,kf f is made up of probable functions.  Next, the best segmentation of the COVID-19 

body extraction is explained as follows: 

1
( ) | | .max ( , )

f
k

f b

k k
R p

O S R p p
M




=  

Optimal multi-scale feature-based COVID-19 body segmentation from COVID-19 covid-related medical 

images is accomplished in this manner.. 

2.2.4. Assessment of quantitative measures 

Segmenting images using f-measure, which uses characteristics taken from medical COVID photographs, provides 

True-positive (TP), True-negative (TN), False-positive (FP), and False-negative (FN) values. Additional measures 

including recall, precision, accuracy of pixels, and intersection over Union (IoU) are used in this process. Here are 

the performance metrics of the technique that was suggested:  

The equations for P, R, IoU, AP, and f are as follows: P=TP %( TP+FP+TN) f, R=TP %( TP+FN), TP %( 

TP+FN+FP) * 2. *(P*R) %( P+R) 

Trials are described in detail based on these criteria in the performance findings section. 

3. Experimental Evaluation 

 

3.1. To make the best use of the limited CPU storage process, we divide the original data into divided patch 

images with semantic dimensions and 256*256 pixel notations. We then apply our recommended method 

using a sophisticated deep learning framework with Python programming. To evaluate our proposed 

approach against generalized learning capacities 

3.2. Chapter Four: The Image Bank In order to test how well the suggested strategy works with data collected 

from the Arial and GeoFan Bioinformatics Covid image repositories, we conducted experiments. From 

2018 to 2021, all of the regional photos were taken in several countries, including China, India, and 

Province. There are around 1500–2000 training and testing photos in the data image repository, with a 

4950*4950-pixel rectangle for each image. In contrast to the aerial photographs shown in figure 1, all of 

the images in the online medical COVID-19 images archive were acquired utilizing sensors. 
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3.3. Results of Covid body Segmentation 

By studying visual metric qualities, such as accuracy, recovered from real-time bioinformatics COVID images, 

we compare our proposed strategy with numerous state-of-the-art methods, including fully convolutional neural 

networks (FCCNNs) and convolutional neural networks (CNNs). As shown in Table 1, a number of picture datasets 

were used to assess the medical COVID-19 images for segmentation. 

Varieties of Precision Values (Table 1) 

Precision 

datasets CNN MECNet FCCNN Proposed 

Approach 

1 0.45 0.82 0.35 0.96 

2 0.39 0.92 0.51 0.94 

3 0.56 0.81 0.68 0.93 

4 0.59 0.79 0.75 0.89 

5 0.68 0.85 0.67 0.97 

 

After comparing several methods using GF-1 and GF-2 medical covid pictures, the findings are shown in Table 

1. Additionally, the proposed methodology's accuracy performance is contrasted with that of the conventional 

approaches. In contrast to competing approaches, the proposed method obtains a precision of 92%-95% with an 

increase in the number of image classes, meaning that the layout is an exact match for the covid in medical COVID-

19 pictures. 

You may find the recall values in Table 2. 

 

 

The suggested method's recall performance was compared to that of traditional approaches on various image 

datasets, as shown in Table 2 and Figure 10. Medical COVID-19 photos on average yield 98% accuracy when using 

the suggested method to enhance image class data sets.In contrast, other approaches produce inconsistent results 

when it comes to retrieving useful information from various medical COVID images. Table 3 shows the values of 

the f-measure associated with medical COVID picture classifications. 

 

 

 

Recall 

datasets CNN MECNet FCCNN Proposed 

Approach 

1 0.52 0.81 0.51 0.96 

2 0.46 0.86 0.46 0.97 

3 0.61 0.86 0.56 0.98 

4 0.65 0.74 0.54 0.92 

5 0.59 0.96 0.46 0.99 
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Summary of the F-measure values from Table 3 

 

 

Table 3, Examines the proposed approach’s performance to that of more conventional approaches; for each given 

number of images, NOMFCHNN outperforms CNN, FCCNN, and MECNet. 

In compared to cutting-edge techniques, NOMFCHNN attains high picture processing and matching rates—nearly 

100%. Any approach, including the one proposed here, will see an increase in the f-measure as a result of better 

precision and recall. Table 4 displays data regarding the total execution time and the duration of COVID-19 body 

segmentation. 
Different values for duration are shown in Table 4. 

 

 

The suggested method uses a fraction of the time required by CNN and FCCNN. Because of the iterations used 

to assess the segmentation of the COVID-19 body from medical COVID pictures, these methods are quite time-

consuming, in contrast to MECNet, which takes about the same amount of time to process all of the photos.. 

Table 5 Different IoU values. 

F-measure 

datasets CNN MECNet FCCNN Proposed 

Approach 

1 0.72 0.91 0.84 0.96 

2 0.64 0.96 0.76 0.97 

3 0.81 0.89 0.79 0.97 

4 0.86 0.95 0.81 0.98 

5 0.79 0.91 0.78 0.99 

Time Efficiency 

datasets CNN MECNet FCCNN Proposed 

Approach 

1 9.2 5.1 7.2 5.1 

2 8.6 5.6 6.2 4.6 

3 9.1 6.4 6.8 5.6 

4 7.5 7.4 5.4 5.4 

5 9.6 6.5 6.7 4.6 

IoU 

datasets CNN MECNet FCCNN Proposed 

Approach 

1 0.82 0.81 0.81 0.91 

2 0.86 0.86 0.86 0.93 
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The IoU values from processing several photos with entire pixel extraction from regions are shown in Table 5.IoU 

depends on memory, accuracy, and effective true positive and true negatives when choosing characteristics for 

medical COVID images. The suggested approach performs better than CNN, FCCNN, and MECNNET methods in 

terms of output quality 

Table 6: Accuracy values for final segmentation. 

Accuracy 

Image datasets CNN MECNet FCCNN Proposed 

Approach 

Image 1 71 68 69 84 

Image 2 61 81 62 96 

Image 3 76 76 75 92 

Image 4 60 84 63 89 

Image 5 67 88 71 93 

 

Table 6 displays the values associated with the overall accuracy of covid body segmentation from COVID-19 

photos. It explains the effective accuracy levels and contrasts contemporary techniques with more traditional ones. 

In comparison with traditional approaches, the proposed method attains an approximate 99% overall accuracy. 

MECNET performs nearly as well as NOMFCHNN when compared to the other methods 

According to the performance measures mentioned earlier, when compared to other methods, the suggested 

methodology outperforms the existing methods that were established for bioinformatics COVID picture 

segmentation. 

4. Conclusion 

To manage the segmentation process on real-time medical COVID images, we propose and introduce A Novel 

Optimized Multi Feature Contour based Hierarchal Neural Network (NOMFCHNN), an approach to COVID body 

extraction driven by multiple objectives. The method relies on the likely relationship of factors and is both simple 

and effective for evaluating pixel interactions. As a means of delving into the semantic data associated with COVID-

19 pictures, we employ a hierarchical structure that combines multi-scale features with an optimized contour 

approach to decode covid body contours. When all of the pixels in an intense image are compared using a matching 

of pixel pair computation method, the semantic label with similarity index is increased. Improving picture 

segmentation quality by reducing boundary pixel localization. Results from experiments with GF-1 medical COVID 

images demonstrate that the suggested method accurately segments COVID bodies from these images and has high 

recall and precision for identifying land-covid boundaries. 

Using semantic deep learning approaches to further refine this approach and identify the object is a great next 

step. 

 

3 0.71 0.86 0.84 0.92 

4 0.75 0.85 0.79 0.89 

5 0.89 0.90 0.86 0.94 
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