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Abstract:  

Text Sentiment Analysis is one of the foundational pillars of sentiment analysis. There 

hasn't been any research done yet that makes the use of the combined power of modern 

models and contextual information present in texts, nor has it been studied how 

contextual information may be controlled in any effective manner. It has been 

demonstrated that the model proposed in this paper can be used to accurately and 

efficiently classify sentiments for a given topic. The system is able to capture all of the 

content contained within the text by combining rule-based methods and deep learning 

models. In a study undertaken by our group, it has been found that building an 

embedded representation and attention mechanism is effective in the processing of 

valence shifting cases. Our proposed mechanism also combines custom-designed rules 

along with domain-specific sentiment dictionaries. The proposed method has been 

tested using three datasets and has shown superior performance to other methods, 

regardless of its higher cost as compared to other methods. PPD (Probability Proportion 

Difference) is used in this study to pick characteristics that regard each term to be part 

of a class list. It's a quick and easy way to remove irrelevant words from a feature vector. 

Categorical Probability Proportion Difference (CPPD) and Probability Proportion 

Difference (PPD) are used to choose features in a suggested method (CPD). In order to 

identify features that effectively distinguish between classes and deliver the necessary 

outcomes, CPPD features selection methods can be used the comparison of the proposed 

methods' performance with that of the CPD method and the Information Gain (IG) 

approach shows that all three methods are comparable in their ability to detect 

sentiment. Two standard datasets (each containing a number of movie reviews and a 

number of book reviews) have been used as data sources for testing suggested feature 

selection methods. A study conducted by the authors of this article suggests that the 

CPPD feature selection method proposed in this article performs better for sentiment 

classification than other methods. The proposed model is fast and uses the Virgin 

America Airlines reviews dataset for training and testing. The Monkey learn model 

achieved 75% precision, 91% recall, and 89% of accuracy, showing the model 

capabilities in real time Text sentiment analysis. 

Keywords: TF-IDF, Textual Classification, Web 2.0, Deep Learning, Machine 

learning, Sentiment Analysis 
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1. INTRODUCTION   

People are increasingly expressing their thoughts, opinions, experiences, attitudes, feelings, and 

emotions on the web, thanks to rapid technological advances. Thus, it has become increasingly 

important to process, organize, and analyze web content in order to find out users' opinions [1]. Natural 

language processing has incorporated sentiment analysis since 2002 as one of the most intriguing areas. 

A document's polarity (positive, negative, or neutral) and strength can be determined automatically 

using sentiment analysis by classifying it from positive to negative to neutral based on its data or 

meaning [2-4]. To examine sentiment analysis, we have looked at it from two perspectives - by 

applying machine learning to build classification models based on labeled data; and by analyzing the 

expression and meaning of words and phrases in a text to calculate overall polarization as both users 

and companies are interested in understanding the opinions of users, such as reviews for electronic 

products like laptops, cars, movies, etc [3-5].  

We propose a feature selection strategy as a foundation for increasing the performance of machine 

learning systems [6]. A binary weighting strategy is used to represent the review papers. The reduced 

and prominent feature set is then subjected to machine learning methods. The process of sentiment 

analysis is shown in Fig. 1.  

 

Figure 1:  Feature extraction of text sentiment analysis process 

This paper offers the following main contributions in the sentimental analysis include: 

An ensemble model for sentiment classification that incorporates various sub-models of sentiment 

acquired from a range of sub-datasets has been suggested. In the field of linguistics, contextual factors 

are fully exploited. Deep learning methods enhance the adaptability of feature extraction tasks using 

rule-based methods that capture contextual valence shifting. As well as embedding representation and 

attention mechanisms, we use inductive sentiment dictionaries tailored to each domain. When 

evaluated on several datasets, our suggested model outperforms standard state-of-the-art approaches. 

PPD and CPPD, two new features selection methods, are presented to classify sentiment. 

2. LITERATURE REVIEW 

Pang et al. 2002 employed the Unigram and Bigram elements of movie reviews to analyse sentiment 

analysis of movie reviews. Then they applied SVM, NB, and a technique known as maximum entropy 

(ME). There was a consensus that SVMs outperformed all other classifiers amongst the authors. 

Further, the authors concluded that binary weighting schemes offer more satisfactory results than doing 

term frequencies (TFs) as a way to describe sentiment in the text [8]. A study conducted by SVM and 

IG researchers showed that the SVM algorithm provides the best results when comparing machine 

learning algorithms, so that is worth your attention [9].  
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Many researchers have investigated feature selection in the context of improving machine-learning 

methods to classify emotions through reducing the dimensions of the feature vectors [1-10]. Entropy 

weighted genetic algorithms (EWGA) have been developed to improve sentiment classification 

accuracy by combining IG and genetic algorithms. Their aggregated classifier was constructed based 

on multiple classifiers constructed for different feature vectors using different weightings on specific 

sentiment features [11]. Taking into account different scoring methods, the authors examined three 

methods to select features that could indicate sentiment. One of them used Categorical Proportional 

Differences (CPD) while another study used Sentiment Orientation (SO) values. In 2009, it was 

proposed the concept of Fisher's discriminant ratios for the classification of text review sentiment 

against other studies [12-15].  

2.1 Contextual Valance Shifter 

The subjectivity of texts is usually found within the descriptions of events as well as the objective 

descriptions; this is called the attitude of the writer or participant. The words are chosen and the manner 

in which they are arranged indicates an emotional attitude [13].  

Defective verbs become semantically meaningful when used in combination with other verbs and 

modifiers that have semantic associations [16]. The sentimental value of the sentence can be negated 

in cases where the defective word in the sentence is accompanied by a sentimental phrase or word.  

The following statement would apply if the person who commented did not know anything about the 

car or its characteristics [11]. A subject may say, for example, ''I see it differently, the car isn't bad at 

all.'' Inconsistency (incompatibility): Sentence and paragraph scores alone cannot accurately describe 

the emotional nature of a text when the context is present in the text, and emotional weight is largely 

influenced by the context. For example, [12] Neither he nor his math prodigy was able to solve that 

problem. His work is horrible. Studying kept him up until 2 am every day. [13]  

2.2 Attention Mechanism 

There has been considerable interest in deep learning methods, such as Word2Vec [17], Glove [18], 

which use automatic feature representation learning methods to learn representations of features. 

Attention enables machine translation to overcome this problem by scanning the source sentence and 

creating an appropriate word based on the most recent work shown within the context as well as the 

most recent work on which the machine translation is operating [20-23].  

One of the main research topics in machine learning in recent years, deep learning, has resulted in 

scientific advances that have revolutionized the usage of artificial intelligence in people's daily lives 

and totally reshaped technology [25]. By employing deep learning techniques in fields such as speech 

recognition and medical imaging, Artificial Intelligence systems have been able to overcome many 

limitations of the past [26]. With the help of LSTM models as well as featured representations and 

word embedding’s, a hierarchical attention mechanism was used for analyzing the feature set. In 

comparison to other models that can achieve a higher score, the approach proposed here can achieve a 

higher score [27].  
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2.3 Hybrid Approach 

Despite recent studies showing that semantic analysis and machine learning approaches are capable of 

working, both have advantages and limitations in different fields. Based on the use of a mutual 

information dictionary, an algorithm was developed that detects sentiment polarization based on the 

mutual information. Researchers studied documents that were not using SentiWordNet [28], 

accuracyon average than SentiWordNet.  

A bonding model that integrates models of varying capabilities can be stronger than one built using 

only one model. Similarly, the idea of an assemblage of people also follows Condorcet's theory of 

voting in which the voting probability for each individual is p > 1/2 (i.e., every individual vote 

according to their preferences), so more voters increase majority accuracy [33]. When there are more 

voters, the probability of securing a majority rises. Combining prediction models can be achieved in 

three ways like bagging, boosting and stacking. 

Fig. 2 demonstrates how we construct our classification model by employing a stacking Strategy. 

Ensembles made up of more than one learner can be more effective than individual learners. For 

example, bioinformatics is one sector where assembly learning can be seen in Table 3. For many 

classification issues, ensemble learning has been shown to work well. 

 

Figure 2:  Stacking process used in Ensemble Learning 

3. PROPOSED METHODOLOGY 

3.1 Dataset 

The proposed feature selection approaches are evaluated using a publicly available dataset of movie 

review https://catalog.data.gov/dataset/nist-campus-photovoltaic-pv-arrays-and-weather-station-data-

sets. Each of the 2000 reviews has been tagged with one positive and one negative. There were 1000 

positive reviews and 1000 negative reviews among the 1000 books that were reviewed. To prepare 

documents for pre-sale, it is necessary to follow the steps outlined below: 

(i) A negation word's inverted meaning is caused by the addition of "NOT_" to words following it (no, 

not, isn't, can't). 
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(ii) The list of features is trimmed when there are few documents containing the term in question. The 

feature vector that is generated following preprocessing is then used as the basis for classifying the 

data. All experiments using the Weka tool (WEKA) are configured by default to use Linear SVM and 

Naive Bayes as the machine learning algorithms. For many classification issues, ensemble learning 

has been shown to work well. Also the three datasets with positive and negative reviews are shown in 

Table 1. 

Table 1.The three datasets are described in detail 

Corpus Training data Testing data 

Positive reviews Negative reviews Positive reviews Negative reviews 

HOTEL- reviews 928 928 928 928 

UIT-VSFC 2632 2632 2632 2632 

FOODY- reviews 11,000 11,000 11,000 11,000 

 

The models are trained by using a variety of base-learners using a method known as ensemble learning. 

To classify each piece of text, we extract individual features, such as negative and positive contrasts, 

inconsistencies, and shifts, by extracting and synthesizing attributes [26]. There are a number of ways 

to represent text in the TF-IDF, and subsequently, Meta-learners use data gathered from the base-

learners to make predictions about whether a given outcome would be favorable or negative. Ensemble 

learning takes place over several stages, as illustrated in Figure 3. 

 
Figure 3:  The architecture of the Proposed Methodology 

3.2 Probability Proportion Difference (PPD) 

According to the Probability Proportion Difference (PPD), terms belong to a particular category within 

a given number of degrees of belonging.  

Negative or positive, this signifies the importance of a term (positive or negative) when it comes to 

identifying new categories. As long as a term has a high degree of overlap with both categories, it is 

useless for classifying people. [27]. According to statistical analysis, a term will be more likely to 

belong to a group depending on how many documents appear in which it appears and how many unique 

terms appear in that group [28].  

It was assessed the degree to which categorical proportional differences (CPDs) enabled a term to 

discriminate between classes. Values from CPD have been used for feature selection. A CPD value 

can be calculated for a feature using equation 1 [28]. 
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  ------------ (1) 

When using the posD and negD numbers, you can see how many positive or negative papers each term 

appears in. A CPD value is a number between 0 and 1. Positive or negative terms are important for 

sentiment classification if they appear predominantly in positive or negative class, and if they occur 

equally in both positive and negative class, they are not useful for sentiment classification [6]. 

3.3 Categorical Probability Proportion Difference (CPPD) 

Methods for blending CPD and PPD feature selection, the Category-based Proportional Difference 

(CPPD), combine both methods' advantages and minimize their disadvantages. CPD is an extremely 

beneficial method of measuring a prominent feature since it provides the ability to measure the degree 

of class differentiation, which is crucial to the measurement of that feature. CPD research method, 

however, is favorable because it can identify uncommon yet unimportant terms which are not selected 

in PPD analysis, allowing the researcher to include these terms that are rarely found in documents. 

According to CPD's methods, terms that are very frequently occurring in documents but do not hold 

great significance can be excluded. These terms might be displayed on the PPD based on the method 

used by PPD [31].  

4 Results 

This section is divided into three parts 1. Pre-processing, 2. Analyzing the system (Feature extraction) 

3. Performance measure (Feature Classification) 

4.1 Pre-Processing 

As a dataset of this size, UIT-VSFC has lots of positive comments that bear the test of time. Deep 

learning models outperform classic machine learning approaches such as LSTM, SVM, and BiLSTM, 

as well as attention mechanisms. Ems. (WLLR-6C-ATT-6C-ATT-VNSD) and (6C-ATT-6C-ATT-

WLLR) achieved excellent results when training on sufficiently large data. It should be noted that, 

when compared with the best model in the literature so far, the proposed model is 1.65% better than 

CEM(6C-LSTM-WLLR). 

4.2 Analyzing the System (Feature Extraction) 

Ensemble learning systems that use CEM(6C-ATT-WLLR) rather than CEM(6C-LSTM-WLLR) 

frequently get superior outcomes to those that use standard techniques. This indicates that 

consideration of attention (attention-based) does not provide superior sentiment classification to linear 

SVM. 

4.3 Performance Measures (Feature Classification) 

This measure, which is frequently used, combines both precision and recall, both of which reveal a lot 

about a thing. Precision is defined in class C as the difference between the total number of correctly 

classified documents and the total number of classified documents (sum of True Positives (TP) and 

False Positives (FP)).  

In CPD feature selection methods, features with very low document frequencies, which do not play a 

significant role in classification, can result in extremely high CPD values. Due to their low PPD values, 
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these terms were excluded using the PPD Features Selection Method. The terms "poor" and 

"despicable" are also highly disproportionally represented in the data set that contains movie reviews. 

Compared to the CPD method, the PPD method includes these, while the CPD method eliminates 

them. Some terms with high PPD value, nevertheless, are not significant, even though they have strong 

DF value.  

This paper presents a new feature selection technique based on a combination of PPD and CPD that 

takes into account when selecting features the class distinguishability of terms as well as their relevance 

based on probability and the importance of documents. In Table 5 we have shown values of F measures, 

Accuracy and Precision for movie and book reviews across different feature sizes, using various 

Feature Selection (FS) methods as a training set for SVM classifiers.

  

Figure 4 (a): The F-measure for Hotel Reviews.  Figure 4(b): The F-measure for movie

The first graph 5(a) shows the Training and Validation Loss with regards to epochs. The second graph 

5(b) shows the Actual Validation and Training Accuracy with five different thresholds.

  

Figure 5(a): Training and validation loss  Figure 5(b): Actual validation and training accuracy

5. Conclusion 

Comparing the PPD methodology with different feature selection techniques, CPPD methodology 

produces superior results. Additionally, book review and movie review datasets revealed the most 

meaningful F-measures when 1000 and 800 features are measured, i.e. approximately 10-15% of the 

total unigram features. This proposed method utilizes the concept of CPPD feature selection in order 

to eliminate irrelevant features in addition to being highly computationally efficient. A categorization 
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system is created by selecting features that can be used in the system. Evaluation of the proposed 

schemes is done using two datasets that have been standardized. The proposed strategy clearly 

increased the experiment's categorization accuracy.  
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