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Abstract:  

This study explores various Support Vector Machine (SVM) variants and provides an ana-

lytical comparison to identify their effectiveness in detecting Goods and Services Tax 

(GST) fraud. GST fraud poses significant challenges to regulatory authorities and business-

es, necessitating robust detection methods. SVM, a powerful machine learning algorithm, 

offers promise in this domain due to its ability to handle complex data and nonlinear rela-

tionships. Through a comprehensive examination of SVM variants, including linear SVM, 

polynomial SVM, and radial basis function SVM, this study assesses their performance in 

GST fraud detection. Additionally, computational efficiency and scalability are investigated 

to gauge the practical viability of each variant. The findings contribute to advancing the 

understanding of SVM's applicability in fraud detection contexts and offer insights into 

selecting the most suitable variant for GST fraud identification. Ultimately, this research 

aids stakeholders, including tax authorities and businesses, in implementing effective strat-

egies to combat fraudulent activities and uphold fiscal integrity. 
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GST is a comprehensive, multistage, destination based indirect tax implemented in India on 1st July 

2017. In recent years, the application of Goods and Services Tax in India has brought about signifi-

cant changes to the country's tax system. Goods and Services Tax is an indirect tax levied in India 

since July 1, 2017. The implementation of GST has been hailed as the biggest tax reform in India 

since 1947. With the introduction of GST, multiple indirect taxes have been replaced by a single tax 

structure. This tax reform has not only simplified the taxation process but also aimed to eliminate 

complications and double taxation. However, with any major change comes the potential for misuse 

and fraud. One of the challenges faced by the Indian government in implementing GST is dealing 

with fraudulent activities. 

After implementation of GST the fraud in GST is increasing rapidly. As per answer given by Finance 

Minister in the Lok Sabha, from July 2017 to February 2023 there was close to Rs. 3.08 Lakh Crore 

GST evasion was reported, and 1402 offenders were detained, 1.03 lakh crore was recovered by the 

GST department. 

Goods and Services Tax is a successful method for raising government revenue, but it is also suscep-

tive to fraud. It is frequently exploited by taxpayers depleting the Government tax revenue. The vol-

ume of GST fraud is increasing day by day so that demand for forensic accountants is increasing rap-

idly.  

1. Introduction 
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According to GST enforcement probe (case under investigation) in 5000 crore GST Scam in Bhav-

nagar the fraudster made a gang in which they offered providing Government support and change 

phone number in Aadhaar card. Then based on Aadhaar card fraudster used to get PAN numbers and 

then get GST registrations for the creation of Shell Companies. According to Special Investigation 

Team fraudster have created Approx 1500 shell companies, transactions worth RS. 40,000 Crore. It 

is the largest GST fraud in the history of Gujarat. GST fraud is serious concern and it undermine the 

financial stability of the nation. For GST fraud various modes operandi has been observed in the 

GST fraud.  

The objective of this paper is to explore the various types of GST fraud prevalent in India. The cru-

cial role of forensic accountants in detecting, investigating, and preventing the GST fraud in India. 

This paper aims to contribute towards discussing comprehensive strategies to tackle GST fraud.  

 

Fig. 1. Tax Flow Diagram of GST  

This paper introduces various machine learning methods for effectively forecasting GST fraud, in-

cluding SVM Quadratic, SVM-Coarse Gaussian, SVM-Cubic, SVM-Fine Gaussian, SVM-Linear, 

and SVM-Medium Gaussian. Consequently, this research aims to address the question of accurately 

predicting GST fraud by utilizing these models and determining which one performs better. Further-

more, these models will serve as initial models for predicting GST fraud. 

In this Paper [1] found that with the help of transaction level data analysis 800 ghost firms has been 

identified by the tax authority of Ecuador. These ghost firms were not only involved in evasion of 

Value Added Tax but also in corporate income taxes. Author studied [2] some tax evasion techniques 

widespread in Goods and Services Tax in Telangana State. Various modus operandi of GST Input 

Tax Credit evasion scam has been identified with the help of sensitive parameters. It is observed that 

shell companies were opened in different states. For tax evasion fraudster shows purchase from other 

state and investigating such malicious dealers is difficult. Input tax credit has been availed with the 

help of fake billing. 

Tax system should be simple, and it should be levied and collect the tax at a single point based on 

algorithms illegitimate transactions have been identified. The result suggests that circular trading 

evasion technique have been used by the perpetrators where malicious dealers do heavy fake sales 

and purchase transactions among themselves only that go around in a circular manner in short period 

2. Literature Review 
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of time. It generates vouchers and avail fake input tax credit without any meaningful value addition 

[3]. It provides a detailed exploration of preventative strategies to minimize Goods and Services Tax 

(GST) fraud, which is essential for preserving government revenue. To prevent GST fraud researcher 

has suggested that further research should be carried out on identification of the conduct and profil-

ing of impostors so that such GST fraud can be detect at the early stages.    

Through the use of qualitative research methods, [4] looked at cases of GST fraud that occurred in 

Malaysia. Their research turned up a number of different types of GST fraud, including phony 

claims, manipulated sales data, neglected registration requirements, filing incomplete GST reports, 

using GST avoidance strategies, and taking part in carousel fraud schemes. The researchers also ob-

served that those with average educational backgrounds and medium-sized firms appear to be more 

likely to commit GST fraud. [5]; These studies concluded that fraud could potentially be curbed 

through preventive measures. Organizations need to implement strong internal controls and systems, 

as well as educate their employees on ethical practices. This will help in creating a culture of integri-

ty and compliance, making it less likely for individuals to engage in GST fraud.   

In this study, various types of Support Vector Machines (SVM) are utilized, employing a range of 

kernel functions. SVM serves as a supervised machine learning technique applied in tasks involving 

classification and regression [6]. The kernel function within SVM plays a crucial role in defining the 

decision boundary that segregates distinct classes.  

The Support Vector Machine (SVM) algorithm utilized here is the standard one with a quadratic ker-

nel function. By mapping data points to a higher dimensional space, it becomes capable of handling 

non-linearly separable data [7]. Although training the quadratic kernel can be computationally ex-

pensive, it proves to be effective for intricate datasets. In this case, the SVM with a quadratic kernel 

employs a quadratic polynomial as the kernel function, resulting in a decision boundary that takes the 

form of a quadratic curve in the input space. This particular type of SVM is well-suited for capturing 

more intricate relationships between features. 

This version employs a Gaussian kernel function with a wide width. The kernel exhibits a smooth 

decision boundary and is effective for data with smooth, continuous relationships between features 

[8]. Nevertheless, it may not be appropriate for capturing intricate, localized patterns. In the context 

of SVM, the Gaussian kernel (also referred to as Radial Basis Function or RBF) is a commonly fa-

vored option. The term "coarse" typically denotes a larger bandwidth or spread parameter in the 

Gaussian kernel. A wider bandwidth results in a smoother decision boundary and encompasses 

broader patterns in the data. 

This version utilizes a cubic kernel function, which exhibits a more distinct decision boundary in 

contrast to the Gaussian kernel [9]. It proves to be advantageous for datasets with well-defined class 

boundaries, but it may not yield satisfactory results for datasets with overlapping classes or noise. 

Similar to the SVM-Quadratic, the SVM-Cubic employs a cubic polynomial as its kernel function. 

2.1. SVM Quadratic 

2.2. SVM-Coarse Gaussian 

2.3. SVM-Cubic 
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Consequently, the decision boundary takes the form of a cubic surface within the input space. This 

enables the algorithm to capture even more intricate relationships between features when compared 

to linear or quadratic kernels. 

This version utilizes a Gaussian kernel function with a narrow width. This kernel is highly respon-

sive to small-scale fluctuations in the data and can effectively detect intricate patterns [10]. Neverthe-

less, it is prone to overfitting and noise sensitivity. 

In contrast to the "Coarse Gaussian," the term "Fine Gaussian" probably denotes a reduced band-

width or spread parameter in the Gaussian kernel. A smaller bandwidth leads to a more intricate de-

cision boundary, thereby increasing the SVM's sensitivity to local patterns in the data. 

The SVM-Linear employs a linear kernel function, allowing for a hyperplane decision boundary in 

the input space [11]. This is ideal for scenarios where the features exhibit a linear relationship. This 

approach directly maps data points to the feature space without any alteration, making it computa-

tionally efficient and effective for datasets with linearly separable classes. Nonetheless, it is not suit-

able for handling non-linearly separable data. 

 

Fig. 2. SVM Linear hyperplane 

This version utilizes a Gaussian kernel function with a moderate width, striking a balance between 

the smoothness of the Coarse Gaussian and the sensitivity of the Fine Gaussian. It proves to be effec-

tive across a broader spectrum of datasets compared to other Gaussian variations. The "Moderate 

Gaussian" implies a middle ground for the spread parameter in the Gaussian kernel [12]. The deci-

sion boundary will exhibit a moderate level of smoothness, capturing patterns that are neither overly 

broad nor excessively detailed. 

Various SVM variants with diverse kernels and parameter configurations may exhibit varying per-

formances on different dataset types. The selection of the SVM variant hinges on the data character-

istics and the complexity of the relationships between features. It is customary to experiment with 

different kernels and parameters to determine the setup that best fits the specific problem at hand. 

2.4. SVM-Fine Gaussian 

2.5. SVM-Linear 

2.6. SVM-Medium Gaussian 
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The study report details the use of a unique dataset with five thousand records. These files were 

loaded into machine learning models could be built. The authors described a set of procedures used 

to identify and categorize instances of GST fraud. 

The dataset is cleaned and transformed during the data preprocessing stage in order to make it ready 

for use as an input for machine learning models. This procedure entails choosing the seven relevant 

columns as shown in Table 1. The existence of null values is then checked in order to verify the ac-

curacy of the results, since the algorithm's conclusions can change if there are null values in the data. 

Thereafter the cross tabulation of the data based on several attributes may be examined to obtain de-

scriptive visualization of the data. 

Table 1. Attributes Associated with GST Fraud 

Attribute Values 

GST Number 15 digit alphanumeric number 

Sales Sales in Indian Rupees 

Purchases Purchases in Indian Rupees 

Total Tax Liability Total Tax Liability in Indian Rupees 

Total Input Tax Credit Total Input Tax Credit in Indian Rupees 

Percentage of Input Tax Credit Percentage of Input Tax Credit (0-100) 

lated one to another, all 7 attributes can be included in the model. However, if there is a strong corre-

lation between two attributes, one of them should be dropped. The correlation method utilizes the 

Pearson correlation. The results of the correlation study point to the seven attributes' poor relation-

ships with one another, indicating their independence. Consequently, all seven characteristics are 

kept and included to the model for additional examination. 

The 5000-record dataset is split into training and testing subsets at this stage. The split is done at ran-

dom, with the train-test data division followed by an 80:20 ratio. The ideal fraction for the train-test 

data split is found to be this ratio. 

The training procedure begins with the training data as input and builds the models. For this, differ-

ent variants of the Support Vector Machine (SVM) algorithms are used separately. These algorithms' 

parameters are adjusted and calibrated to improve the models' accuracy. 

 

 

3. Research Methodology 

3.1. Data Preprocessing 

 

3.2. Feature selection 

The next step is to investigate the correlation between the 7 attributes. If the attributes are not corre-

3.3. Data Splitting 

3.4. Model Training 
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Fig. 3. Machine Learning Model 

The created models are finally applied to the testing data. The results are displayed as a confusion 

matrix, comparing the real positive and negative examples with the ones that were predicted. In this 

case, "negative" indicates that the GST fraud class does not exist, whereas "positive" indicates that 

the GST fraud class does exist. TP (True Positive: actual and predicted values are positive), FP 

(False Positive: actual value is negative but predicted value is positive), TN (True Negative: actual 

and predicted values are negative), and FN (False Negative: actual value is positive but predicted 

value is negative) are the four categories that make up the confusion matrix. Metrics like accuracy, 

precision, F-measure, and recall for different SVM versions can be computed using the confusion 

matrix. 

Accuracy = TP + IN/ (TP+IN+FP+ FN)  

Precision = TP/(TP + FP) 

Recall = TP/(TP + FN) 

4.      Result and Discussion 

In this paper, the results are the most significant aspects associated with GST Fraud and models de-

veloped using different variant of SVM algorithms to predict the GST Fraud.  

 

Fig. 4. Accuracy of Various SVM Variants 

3.5. Model Evaluation 
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As per methodology used different types of Support Vector Machines (SVM) with various kernel 

functions. SVM is a supervised machine learning algorithm used for classification and regression 

tasks. The kernel function in SVM determines the type of decision boundary that the algorithm cre-

ates to separate different classes. In this work GST data has been trained and tested 06 different re-

gression models, including Quadratic Support Vector Machine (SVM Quadratic), Coarse Gaussian 

Process Regression (GPR Coarse), Fine Gaussian Support Vector Machine (SVM Fine Gaussian), 

Linear Support Vector Machine (SVM Linear), and Quadratic Support Vector Machine with Gaussi-

an Process Regression (SVM Quadratic GPR). GST data comprehensive analysis using various ma-

chine learning algorithms. 

5. Conclusion 

This article focuses on the use of Support Vactor Machine for the detection of Goods and Services 

Tax (GST) Fraud at the early stages. The study highlights machine learning tools are very helpful for 

the GST fraud detection. By employing Support Vector Machine performance of various GST fraud 

metrics like Sales, Purchases, Input Tax Credit and Tax Liability have been analyzed and we got the 

98.5% accuracy for SVM-Linear. Further research can be carried out on the use of different machine 

learning tools for anomaly detection in the GST fraud. In addition, integration of machine learning 

tools can be explored to ensure real time fraud detection by the GST Investigation department.  
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