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Abstract:  

Stroke is a kind of cerebrovascular accident (CVA) that primarily affects individuals over 

the age of 50, while it can afflict people of all ages. Stroke patients suffer from a chronic 

condition that leaves them physically unable till their death. To identify the onset of this 

illness, numerous studies have been carried out. Common signs of a stroke include stiffness, 

a shift in posture, and tremors in the arms and legs. Functional and emotional mediation are 

linked to a significant area of the brain. The symptoms of many brain disorders are similar 

in the early stages because of disruptions to dopamine and other regulating mechanisms. 

This is a crucial step in how stroke lesions develop. The CAD system is the most efficient 

method for identifying a stroke. By speeding up the analysis of the required aberration, the 

CAD system improves the process of illness diagnosis. The goal of the proposed study is to 

create a compact system that can lessen processing errors, false positive rates, and 

complexity—three major problems with the current system. The proposed study uses a 

machine learning model to interpret and classify a CT brain image that shows an Acute 

Ischaemic Stroke (AIS) lesion. To distinguish between normal and AIS stroke lesions, the 

pre-processed image is segmented and classed using a Random Forest classifier. 

Performance criteria like Peak signal ratio, average gradient, accuracy, specificity, 

sensitivity, and dice index are used to evaluate the experimental output of the proposed 

work. The suggested model has a straightforward processing structure and the highest 

efficiency. 

Keywords:Stroke, Computer-aided Tomography, Acute Ischemic Strok, Pixel Correlation 

Histogram Analysis, Random Forest Classifier. 

 

1. INTRODUCTION  

Because of its high precision, durability, and dependability as well as its sophisticated features for 

producing two and three-dimensional images that are utilised to precisely find the afflicted sections, 

the computer-aided design (CAD) system is regarded as a crucial instrument in the diagnosis of brain 

disorders [1]. Brain abnormalities such as trauma, intracranial pressure, vascular (blood vessel) 

conditions, autoimmune conditions, infections, convulsions, and neurodegenerative disorders are 

generally detected by the CAD system. Meningitis, encephalitis, and brain abscesses are examples of 

brain infections, whereas repeated seizures are linked to a particular kind of epilepsy. Epilepsy can 

also be brought on by stroke, brain infections, and head injuries.Trauma is linked to intracerebral 

diseases characterised by disorientation and unconsciousness as well as traumatic brain injury [23]. 

Brain tumours, glioblastomas, hydrocephalus, normal pressure hydrocephalus, and pseudo tumour 

cerebri (fake brain tumour) are caused by an increase in intracranial pressure. Brain aneurysm, 
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stroke, ischaemic stroke, hemorrhagic stroke, transient ischaemic attack (TIA), cerebrovascular 

accident, subdural haematoma, epidural haematoma, cerebral oedema, and intracerebral haemorrhage 

are among the abnormalities associated with vascular brain disease [3]. Multiple Sclerosis (MS) and 

vasculitis are among the autoimmune anomalies. Neurodegeneration is seen in Parkinson's disease, 

Alzheimer's disease, Huntington's disease, Pick's disease (fronto-temporal dementia), dementia, and 

Amyotrophic Lateral Sclerosis (ALS). In the current research, the detection of brain tumor and brain 

stroke is highlighted since it happens regularly at all ages, in which CAD shows a substantial role 

[17]. 

 

Figure 1: General architecture of CAD 

The paper is organized by: In section 2 discusses CAD model, in addition to the importance of earlier 

detection of brain tumor and stroke and accurate prediction of stroke and brain tumor based on the 

CAD model; next the section 3 portrays the segmented image and image classification to classify CT 

tumor and stroke.; The performance study is made to prove the efficiency of the proposed technique 

is section 4 and section 5 presents the conclusion and suggestions for future research[16]. 

2. OVERVIEW OF HUMAN BRAIN AND BRAIN STROKE 

Every bodily function is managed by the brain. It consists of the cerebellum, brainstem, and 

cerebrum. Furthermore, a cranium composed of cerebrospinal fluid, white matter, and grey matter 

surrounds it. Ageing, neurodegenerative diseases, and psychiatric illnesses are frequently linked to 

structural alterations in the brain (Gudigar et al. 2019) [5]. Any aberrant alteration in the structure, 

function, or metabolic levels of the brain is referred to as a brain irregularity. The most prevalent 

brain abnormalities are tumours, Alzheimer's disease, cerebellar problem, dementia, concussions, 

degenerative nerve illnesses, and strokes.Brain stroke is characterised as a type of brain assault that 

happens when a blood vessel bursts, bleeds, or becomes obstructed, resulting in a low oxygen level 

in the blood. High blood pressure, smoking, tobacco use, heart disease, diabetes, being overweight, 

taking drugs, and other factors are the leading causes of stroke [18]. According to current research, 

brain strokes are a rare severe problem that affect people in India and can potentially result in death 

and disability [8]. A severe headache that is out of the ordinary, difficulty speaking or understanding, 

dizziness, loss of balance or coordination, abrupt confusion, paralysis or numbness in the face, arm, 
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or leg, and difficulty seeing in one or both eyes are among the few signs of a stroke. The visual 

examination of medical images is done for recognising different forms of nodule growth in the body 

by the conventional diagnosis, but the manual diagnosis is hard because of vast medical image data 

[4]. Furthermore, detecting it is very subjective due to interviewer variability [6] [7]. In order to 

address this problem, the Computer Aided Diagnosis (CAD) system was developed. It helps 

radiologists diagnose a variety of conditions, including congenital heart defects, coronary heart 

disease, breast cancer, colon cancer, bronchial carcinoma, pathological brain detection, Alzheimer's 

disease, diabetic retinopathy, and so forth. The primary goal of the CAD system is to spot suspicious 

indicators early on that human experts miss, which lowers the likelihood of incorrect predictions 

made by surgeons when interpreting medical images (Juri and Triantaphyllou 2019) [19]. These 

days, computer-aided design (CAD) is frequently employed in medical applications including 

genetic engineering, customised organ transplants, artificial joint repair, and robotic surgery [12]. 

The purpose of the CAD system in pathology detection is to improve radiologists' performance by 

cost-effectively raising the sensitivity rate. The four primary modules of a computer-aided diagnosis 

system are typically picture pre-processing, segmentation of the target region of interest (ROI), 

feature extraction and selection, and classification of the selected ROI [2] [9] [10]. 

2.1. Problem statement 

Early identification of brain tumours and strokes is essential for effective therapy. The damaged area 

of the brain may be clearly visible on an MRI scan, but the tumour area's quantification—which 

would improve treatment precision—is not given. The primary drawback of MRI is the inability to 

detect minute calcifications and the incomplete assessment of the blood-brain barrier. Many 

techniques, including image fusion, segmentation, feature extraction, and classification, have been 

employed thus far for the diagnosis of tumours and stroke. A few CAD-based methods for detecting 

brain abnormalities have been found to have a number of drawbacks, including low accuracy rates, 

computational time complexity, and an inability to differentiate between the abnormality's severity 

levels. Researchers have encountered a number of difficulties when fusing multi- and single-modal 

brain imaging, including the absence of edge information, blurring in the final image, varying quality 

between the photos, insufficient numbers of images per modality, a lack of spatial data, and more 

[14] [20]. 

The numerous problems with tumour and stroke lesion segmentation for brain images, particularly 

MRI images, that have been documented in the literature include the need for many iterations, which 

increases computational time, the limitation to single sequence MRI inputs, decreased system 

efficiency, the absence of performance evaluation, variations in image intensity levels, and the 

absence of edge information.A few other issues with brain tumor/stroke lesion classification include 

poor prediction quality, the inability to classify images with multiple abnormalities, computational 

time constraints due to training dataset size, and the inability to classify images with different 

contrast resolutions. 

2.2. Motivation 

These days, identifying brain tumours and strokes is a significant effort. One of the most difficult 

problems in image segmentation is separating the desired ROI in the photos without losing the edges 



Communications on Applied Nonlinear Analysis 

ISSN: 1074-133X 

Vol 32 No. 2s (2025) 

 

168 
 

https://internationalpubls.com 

or the texture contrast between the ROI and background. By identifying certain feature attributes that 

distinguish one input pattern apart from another, the main goal of feature extraction is to minimise 

the original data set. To increase classification accuracy and reduce overall complexity, the best 

characteristics must be gathered after they have been extracted. For real-time applications, automatic 

image categorisation systems with a high rate of precision are necessary. Therefore, the primary 

objective of the current study is to: 

• Identifying the desired ROI by suggesting an appropriate segmentation algorithm; 

• introducing a preprocessing algorithm to denoise the image;  

• identifying the appropriate feature extraction technique to extract the necessary features from 

the segmented image; 

• identifying the appropriate feature selection method to select the efficient features to reduce 

the processing time;  

• To determining the appropriate classification algorithm to detect brain tumour and stroke in 

the MRI images 

3. PROPOSED FRAMEWORK 

The study offered image processing algorithms for identifying and categorising brain lesions from 

CT images to diagnose brain disease with conventional CT. There aren't many published studies on 

the recognition and categorisation of brain stroke in CAT pictures. One of the thesis's major 

contributions is the development of automated algorithms for the identification and classification of 

stroke lesions using the RF classification scheme. The methods' accuracy and sensitivity are used to 

compare how well they function. Automatic segmentation has the advantage of responding rapidly to 

brain region extraction. Statistical and physical parameters defining the mean and boundary are 

integrated for each type of lesion. Large stroke lesions are classified using a high-level machine 

learning classifier because it provides sufficient details about the features and attributes of the 

lesions.[11]. 

 

Figure 2: overall architecture  



Communications on Applied Nonlinear Analysis 

ISSN: 1074-133X 

Vol 32 No. 2s (2025) 

 

169 
 

https://internationalpubls.com 

Image Denoising 

Image denoising is the process of restoring image data that has been impacted by noise. The 

image denoising method removes the noise or distortions from an image. Since noise can be 

produced by any kind of disturbance, noise acquisition in photography is inevitable. It could be 

added at any point during the processes of creating the image, recording, or transmitting it. 

 

Figure 3: Preprocessed image 

The non-linear filtering method was created to lessen the noise known as "Salt and Pepper," which 

causes patches of black and white in the image. The Complete Median Filter (CMF) is so named 

because it utilizes a comprehensive technique for upgrading the ordinary median filter. When 

compared to the conventional median filter, the CMF method helps in the reconstruction of a high-

quality image in terms of the Mean Square Error (MSE) as a quality evaluation parameter. The one 

drawback of CMF is that it requires calculations that are laborious and ineffective. Utilising Pixel 

Correlation Histogram Analysis [21] (Nabizadeh et al. 2014), the aforementioned issue is resolved 

and denoised image quality is enhanced. Until all of the photos have been processed, the pre-

processing step described above is repeated. The picture Ij is produced after pre-processing, and then 

the noise elimination process performs its subsequent role, such as Noise reduction in Pixel 

Correlation Histogram Analysis (PCHA) and Noise removal procedures from shrinking. 

ROI Extraction 

Noise in images is quantitatively represented by a number of probabilistic functions, including 

Gaussian, Impulse, Poisson, Rician, Speckle, and others. Generally speaking, a mix of these sounds 

can be heard in photos. To properly restore signal from noisy images, one must understand the nature 

of noise in photographs. Image denoising is still a challenging topic since a denoising technique is 

only effective if it eliminates noise without compromising important features and singularities in the 

images, such as contours, curves, lines, textures, and so forth (Halder et al. 2019). The centre point 

can be recovered from an image that has fifty pixels to the top, base, right, and left of the focus point, 

which is known as the Region of Interest, once the intensity and thickness of the actual brain CT 

images have been determined. The graphical display of statistical data inside a sequence of intervals 

is called a histogram analysis. A picture's histogram is created by calculating the numerical values of 



Communications on Applied Nonlinear Analysis 

ISSN: 1074-133X 

Vol 32 No. 2s (2025) 

 

170 
 

https://internationalpubls.com 

every pixel. The intensity graph is created by the histogram procedure using the pixel value as a 

basis. Using histograms, one can approximate the density of the underlying data distribution and 

estimate the probability density function of the underlying variable. The length of the intervals on the 

x-axis is always used to standardise the overall area of a probability density histogram [13]. The 

numerical data histogram graph model is shown in Figure 4. 

 

Figure 4: Histogram Representation of CT Brain Stroke Image 

Prediction 

Brain region marking can be done quickly and efficiently with the patch-based technology. In each 

of these fields, patch-based methods have been the subject of much research due to their remarkable 

performance, which belies their simplicity (Uzunova et al. 2019). To handle a finer scale, the 

asymmetric brain portion is patched in the proposed approach. Rather than combining the distorted 

area in the input image and comparing the adjacent patched pixels to determine the aberrant class, the 

method labels each pixel separately. The labels make a comparison between the patched labels' value 

and the Atlas library's pixel values (Ntiri et al. 2021). The pixels are grouped together based on their 

similar size, structure, and intensity by comparing them with neighbouring pixels and the patch value 

in the training data. Similarly, the process is repeated to estimate the most relevant pixels. To 

anticipate the true information of a given patched image, the pixel examines many data samples from 

each training set [22]. These patched images were classified using the Random Forest (RF) ensemble 

classifier technique. The RF classifier is a form of decision making-machine learning algorithm that 

has a high accuracy rate when learning complex patterns. It picks up on every little detail and gives 

the picture a lot of emphasis. The most significant problem with RF is overfitting, however it may be 

solved by include enough decision trees in the training procedures. 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

This results section compares and measures the experimental output of the suggested system. Using 

the simulation environment MATLAB 2019b, the proposed CT brain image's whole processing is 

carried out. MATLAB is a multi-paradigm programming tool that uses programming codes to carry 

out the functional operations of deep learning, machine learning, and image and video processing 

applications [15]. The effectiveness of the RF classifier for estimating the AIS lesions is assessed 

using measures including accuracy, specificity, sensitivity, and dice index.To evaluate the 

importance and benefits of the suggested model, the experimental results of the patching segment 

and decision classifier are compared with the current model. This section examines the analysis and 
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comparison of the output of patched images trained with the random forest classifier with other 

classifiers, including Convolution Neural Network (CNN), Deep Neural Network (DNN), and Semi-

Supervised Learning (SSL). The following are the comparison results: 

 
Figure 5: Comparison results of patient 1 CT images using RF 

 
Figure 6: Comparison results of patient 2 CT images using RF 

 
Figure 7: Comparison results of patient 3 CT images using RF 

The CT scan of patient 1 is shown in figure 5 together with the results of our suggested approach and 

the output of the current methods (SSL, DNN, and CNN). The CT images of patients 2 and 3 are 

contrasted with the results of our suggested approach and the output of the current methods (SSL, 

DNN, and CNN) in Figures 6 and 7, respectively. When the three analytical procedures' outcomes 

are compared, the recommended method outperforms current classifiers in terms of efficiency. 

 
Figure 8: Performance Comparison 
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The accuracy rate of the suggested technique is compared with a variety of classifiers, including 

CNN, SVM, and DNN, in Figure 8. The accuracy of the suggested approach in patient-1 is 96% 

higher than that of the current classifiers, like CNN value wThe accuracy of the suggested approach 

has increased by 0.07% when compared to the current findings. 

5. CONCLUSIONS 

In this paper, an asymmetric classification model based on patches was used to train the Random 

Forest algorithm on a CT brain image for patch extraction. The CT brain data from the ISLES 2018 

challenge dataset is used in the training and testing phases of the suggested machine learning model. 

The two processing steps—feature extraction and feature classification—are covered in this chapter. 

The Pixel correlation histogram model is applied as part of a pre-processing step to enhance contrast 

and lower noise. Second, the processed CT image was patched using asymmetric patching, 

symmetric axis processes, and Hough transformations to extract the POI and isolate the AIS lesion 

site.The patched lesions were sent into the RF Classifier to determine the output, which was used to 

identify the POI region depending on the AIS lesion. Since the Random Forest classifier is so 

effective at classifying images, it is used. The findings are computed using a variety of parameters, 

including dice similarity index, accuracy, specificity, and sensitivity. The Experimental outcome of 

the newly suggested patch-based random classification model is compared with recent techniques 

such as SVM, CNN, and DNN models. Compared to other approaches that need simple processing 

steps, the RF classifier is more efficient, achieving 95% accuracy in classification. Hence, the 

technique is suggested for the categorisation of ischemic stroke lesions using CT images. 
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