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where a4, a5, a3, a,,a,,as, by, by, bs, ¢, 5, ¢ are positive real numbers and the initial
conditions x_4, xo, Y_1, Yo,» Z_1, Zo are arbitrary nonnegative numbers. We investigate the
persistence, boundedness, convergence, invariance, and global asymptotic character of
the positive solutions of (1). Bifurcation diagrams are then plotted to visualize the
periodic character.
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1. Introduction

In the study of dynamical systems, difference equations play a crucial role in modeling various
phenomena across diverse scientific disciplines, including biology, economics, engineering, and
physics.(See [16],[21],[22],[27], [31], [32]). Unlike differential equations, which describe continuous
change, difference equations are discrete analogues that characterize systems evolving in distinct time
steps.(See [6],[8],[13].[22],[23],[24]) Most of the popular models like SIRS and SEIRS are mainly of
order one. Two species models are examined in [3], [11],[29] and [33]. Competition models of two
species second order with exponents are analyzed in [10],[12] and [15]-[20]. In [5], the authors
analyzed a food-chain model using a first order system with three variables. More first order system
with three variables can be seen in [1],[2],[4], [5], [7] and [28] whereas [31] deals with second order
systems with three variables.

The system (1) which we investigate is an extension of [30] where we focus on a system of three
interdependent difference equations involving twelve parameters and three variables. We analyze the
boundedness, persistence, invariance and convergence of the solutions of (1). We then plot few
bifurcation diagrams to observe the periodic nature of the system. By exploring a three variable second
order system, this work aims to contribute to the broader understanding of multi-parameter, multi-
variable difference system. The increased number of parameters provide a high level of flexibility to
model real world scenarios, which is also cructial for system control dynamics.
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2. Main Results
Theorem 2.1 The positive solution (x,, y,, z,) of (1) persists.
It is bounded whenever

B = bybybje %17 %27% < 1, (2
Proof:
Clearly, the system persists because of the presence of «;.
Forn = 4,5, ..., (1) becomes

Xne1 < a1+ a1 67 + e + bie %2 [a, + ae”* + e ™ + byae "%z, 4]
substituting for z,,_,, we get
< A; + Bxy,_,, 3)

where Ay =a; +a;e”* +cie”™ + bjaze™™ + bjaye %27 % + byce” %% +
bibyaze™"27% + by byaze”“27*37% 4 by bycze” 27279

and B = b1b2b3e_a1_a2_a3.

Similarly,

Yn+1 < Az + By, 4)
where Ay = ay + a,e™ + c,e” % + byaze ™™ + byaze”*3 7% + bycze %27 4
b2b3ale‘“1‘“3 + b2b3ale‘“1—a1—d3 + b2b3cle‘“3‘“3‘“1,
Also,

Zn+1 S A3 + BZTl—Z’ (5)
where A3 = a3z +aze”™™ +c3e™ + bsa;e” ™ + bsase MM + bycie” T +

bsbjaye™%17% + b bsa,e”“17%7% + bib,c,e” 1T M1 %2,
Now, consider the difference equations
Un+1 = Ay + Buy—,

Uni1 = Az + Bop_p,

Wpy1 = A3+ Bw,_,, n=45,.. (6)
Solution (u,, v,, wy,) of (6) is of the form
Uy =1 B3 + 1,B™3cos(5) + 13B"3sin() + =, n=56,.., (7
v, = 5;B™3 + szB”/3cos(%) + san/3sin(%) + i—ZB, n=>56.. (8)
w, = p, B3 + sz”/3cos(nz—n) + p3B”/3sin(%) + 1A_—3B, n=>56.. 9)

where p;, 13, s;, 1 = 1,2,3 depend on wy, uy, v, respectively.
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Hence, (u,, v,, wy,) is bounded.

Now we examine (u,, v,, wy,) such that the initial conditions of 6 and 1 are same. Clearly we can

conclude that (x,,, yn, z,,) is bounded.

Theorem 2.2 Let (2) hold. Let A;, A,, A3 be defined as in Theorem 2.1. Then [al,i—lB]

X [az,i—zB] X [a3,1/1—3B] is an invariant set for the system (1).

Proof: Take Iy = [ay, =1, I, = [ay, 2] and Iy = [z, =22,

Let x_l,xo € 11, y—liyO € 12 and Z—l'ZO € 13.

Thenx; < a; +a;e % + c,e™% + bie %2y,

. A
Since y, < ﬁ we get

o + ale_"‘1 + cle_“3 — b1b2b3a1e_“1_“2_“3 — b1b2b3a1e_“1_“1_“2_“3

xsl 1— byb,bse—01-02-05

—bybybscie "% 4 h g e~ + b a,e”% % + b, cye” "%

[ 1 — bybybye-“1-%~a3

bibyaze=%7% 4+ bybya;e*™% 4+ b bycze”%27%7% + h b,y e %2727

1= byb,bse~c1-G2=%

bibybzae” 17" %17 %27  h h,hyc e F1T %27 XT3

1— b,b,bse- -2

+ ]

i.e., x; € I,. Similarly we get y; € I, and z, € I5.

Hence the induction the proof follows.

Theorem 2.3 Assume (2). Let A;, A,, A5 be as in the Theorem 2.1. Let I, = [al'TB

A3+E
1-B

and Iy = [as,
Proof:

Given (x,, Yn, Z,) be a positive solution of (1).

Theorem 2.1 implies,

limsup,, X, = P < oo, limsup,, Y, = Q@ < o and limsup,_,»Z, = R < .
Theorem 2.1 implies,

Xn+1 < Ay + bibybyxy_,e™%7%27% y ) < Ay + bibybyy,_,e” %1%

]’ 15 = [a2!

and
Zny1 < Az + bibybyz, _,e” %17 %279,
A A A
Hence, P < ! < - nd R < - -
e Ce’ - 1_b1b2b3e_a1_a2_a31 Q - 1—b1b2b36_a1_a2_a3 a d - 1—b1b2b3€_a1_a2_a3
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Hence, the result.

Here we state a lemma which is an an extension of Lemma 5 in [10] and a variation of Theorem 1.16
in [26].

Lemma 2.4 Assume A4,B,C, D, E, F represent reals. Let f;:[4,B] X [C,D] X [C,D] X [E,F] =
[A,B], f2:[C,D] X [E,F] X [E,F] X [A,B] = [C,D] and f5: [E,F] X [A,B] X [A,B] X [C,D] =
[E, F] be continuous. Examine

Xn+1 = f1(Xn-1, Y Yn—1Zn-1),

Yn+1 = [2(Vn—1Zn» Zn—1, Xn-1), (10)

Zn+1 = f3(Zn-1, X Xn-1,Yn-1), n =012, ..

where x_4,xy € [4,B],y-1,y0 € [C,D] and z_4,z, € [E,F]. (or Xngr Xng+1 € [4)Bl, Yngr Yng+1 €
[C, D], Zny, Zn,+1 € [E, F], o € N). Assume the conditions given below holds.

1 Iffi(x,y,2z,u), f2(x,y,z,u) and f3(x, y, z, u) are nonincreasing in x, nondecreasing iny,
nonincreasing in z and nonincreasing in u.

2. If (my, My, m,, My, m3, Ms) € [A,B]? x [C,D]? X [E, F]? satisfies the systems m; =
f1(My, my, My, M3); My = f1(my, My, mp,m3), my = f,(Ma, m3, M3, My); My = f,(my, M3, m3, my)
and m3 - f3(m1, Ml! M3, Mz), M3 == f3(M1,m1,m3, mz) then m1 == Mll mz == M2 and m3 = M3,
then (x, y, Z) is the unique equilibrium point of (10) where x € [4, B],y € [C,D] and Z € [E, F]. And
any other solution of (10) converges to (x, y, Z).

Theorem 2.5 Let (2) hold. Suppose

ae M <1,a,e 2 < 1,a;e ™ <1 (11)
and
[D2D3+B3Ly|[D1Dy+B;L1][D3D1+B1L3] < 1’ (12)
[3233—D2L3][Ble—Dle][B3Bl—D3L1]
where By=1-a1e™, By =1—a,e™, By =1—aze™,D; = bie™ (1 +-2),D, =

bze_a3(1 + i_gB)r D3 = bge_al(l + i_lB)’ L1 = Cle_a3,L2 = Cze_al, L3 = C3e_a2. Then E(J?,)_/,Z_) |S

the unique positive equilibrium of (1). And any solution of (1) converges to E (X, ¥, Z).

Proof:
Define fi(,y,z) =a; + aie™* + byye™ + cie7%,
fo(x,y,2) =a, +a,e™ + byze % + c,e ™%, f:(x,v,2) = az + aze % + byxe™ + cze ™S,

Take m; < M;,i = 1,2,3 to denote positive reals where and

my =a; +ae™ +bymye™2 +ce”™3, M, = a; + aje™™ + byMye ™2 + cie™ ™3,

my, = a, + ae ™2 + bymze ™3 + cie™1, M, = a, + a,e ™2 + b,Mze™ ™ + cie™™
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and
ms; = az + aze ™3 + bymie ™3 + cie ™2, My = a5 + aze™™3 + bsMe™™ + c;e”™2.(13)
Therefore, M; — m; = a;[e ™ — e M1] + b [Mye™ ™2 — mye M2] + ¢, [e™™3 — e™Ms3].
M; —my = a;[e ™ — e Mi] + bje ™2 M2[M,eM2 — m,e™2] + ¢ [e 7™ — e M3].  (14)
Here, there exists a {; , M, = {; = m, satisfying
M,eMz —mye™: = (14 {;)el (M, —m,). (15)
From (14) and (15) we get,
M; —m; = a,[e”™ — e ™M1] + bye ™2 M2tC1(1 + () [M, — my] + ci[e™ — e"M3]. (16)
Now, a;[e™™ — e ™M1] = g e ™1 Mi[eM1 — g™1],
And, there exists a 1, M; > 1 > m, satisfying
a;[e™ — e M) = aie MMM, —my]. 17)
Since my, My = ay,
a[e™ —e M] < aqe”*[M; —my]. (18)
Thus from (16) and (18) we get,
M; —my < aje”[M; —my] + bye ™2 M2 (1 + ) [My — my] + ¢ % [My — m;].(19)
Since m,, M, > a5, (19) becomes

M; —my < a,e”“[M; —my] + bie™ %2 (1 + {)[M; — my] + cie”*3[M3 —m3].  (20)

[1—ae”™][My —my] < bie™"2(1 + {)[My — my] + cre™ % [M3 — ms]. (21)
Also, (13) can be written as
M, = a, + a,e ™2 + by[az + aze ™™ + byMe”T™ 4+ cze”™2]eT™ 4 c,e”™. (22)

Substituting again for M, and simplifying we get

Az
<
M S e e (23)
Since {; < M, we get,
Az
<
G S e (24)

Therefore, (21) becomes

Ap

1—b1b2b38_a1_a2_a3

[1—ae”“][M; —my] < bje”*2[1 + 1[M; — m,] + cie” %3 [M3 — m3].(25)

Similarly we get,

Az

1—b1b2b36_a1_a2_a3

[1—aye™%2]|[M, —m;,] < be™®3[1 +

[[M5 — m3] + c,e”*1[M; — m,](26)
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and

Az
1—b1b2b3e_a1_“2_a3

[1—aze%][M; —m3] < bze %1+

[[My — my] + cse™2[M, — m,](27)

From (25), (26) and (27) we get,

BB, — DL DD, + B,L
[1 2 12][M1—m1 S[ 172 21][M3_m3].
B, B,
Similarly,
B,B3—D,L D,D3+B3L
[ 2 3B3 2 3] [M2 _ mz] S [ 2 BB3 3 2] [M]_ _m]_] (28)
and
B3B1—D3L D3D1+B4L
[ 3 1B1 3 1] [M3 _ m3] S [ 3 1B:L 1 3] [Mz _ mz] (29)

Hence from (12) and (28), we get M; = m,.
Similarly we get M, = m, and M; = m.

Hence by Lemma 2.4, we get the required result.

Theorem 2.6 Assume (2), (11) and (12) hold. If

ae" 14+ aze 2] + ae™*2[1 + aze ] + aze " *[1+ a;e %] + a,a,aze %™ %2793
B

+ (1-B)3

[(1-B)3+ (1—B)?(A; + A, + A3)

+(1 = B)(A14, + A,A3 + A143) + A1 A,A5] < 1, (30)
where B, A, A,, A5 are as in Theorem 2.1, then E (%, y, z) of (2.5) is globally asymptotically stable.

Proof:

We need to illustrate E(x,y,Z) is locally asymptotic. Construct the Jacobian JF(Xx,¥y,z) about
E(x,y,Z). Its characteristic equation is given by

A8+ At (ae ™ + aze™ + aze %) + A3(bycze ™V Z + bicye VX + bycie Z7F + bybybge ¥ TEY)
+ A%(ayaze 7Y — byc3ze 27V + ajaze 7% — by ke ¥ + aja,e¥e ™Y
_bic,ye eV + e XV Z[b b,bs% + bybybsy + bybybsz])
+ Ae *Y=2(—b,b,b3Xy — b1b,b3¥Z — b b,b3XZ + asb,c, + a;byc3 + azbsc;)
+ e * Y Z(a,aya3 + bybyb3XYZ + ¢y ¢35 — Aybsci X — azbic,V — ayb,c3Z) = 0.

Applying Remark 1.3.1 of [25],

lase ™| + |aze ™| + |age ™| + |bybybse 2V ¥| + |bybybsxe T2V ¥ 4 |bybybsye E Y|
+ |b1byb3Ze 2V X + |aja,e *e Y| + |ajaze FeTE| + |ayaze Ve |

+ |bybybsxye 2V X| 4 |bybyb3yze 7Y ¥| 4 |bybybsXze E Y|
+ |aja,aze 27 VX + |byb,bsxyze TV ¥ < 1
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is satisfied whenever a;e™%1[1 + a,e™%2] + a,e™*2[1 + aze™*]| + aze™“3[1 + a;e™ %] +

a,a,aze e R2e” B L Bxyz+iky+iz+yz+z+y+i+1]<1.

Clearly from Theorem 2.1,

and

Substitute (32), (33) and (34) in (31).

Use Remark 1.3.1 of [25] and Theorem 2.5 to get the result.

3. Numerical Analysis and Open Problem

x|
IA

[y

<
IA
|a>
w

N

IA
-
m-

(31)

(32)

(33)

(34)

In this section we observe the dynamics of the discrete model (1) numerically and propose an open
problem. Figure (1a) shows the bifurcation diagram with a; as bifurcation parameter and figure (1b)
shows the plots of x,,, y,, z, for a particular value,ie., a; = 32.0. Figure (1b) shows that the plot is
eventually 4-periodic. Similarly figures(2a) and (3a) shows the bifurcation diagrams with a, and a;
as bifurcation parameter, whereas figures(2b) and (3b) shows their corresponding plots for a, = 10.0
and a; = 45.9 respectively. Figures (2b) and (3b) shows that the plots are eventually 4-periodic.

3.1  Open Problem

Derive the condition for (1) to be eventually 4-periodic.

iy

a) [Bifurcation Diagrams of (1) with a,as bifurcation parameter]

with a, = 32.0]

FIgUI’e 1: Here a, = 23, a, = 32, as = 26, b1 = .4‘, 1= .5, a, = 05, b2 = 4‘4, Cy = 35, as =

0.9,b; = 0.6,c5 = 0.4.
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104

n

Ty W

x
I’“ﬂ,* y”: Z'H
[=23

SN
/ i\/[l\d £

| : ] -_J: ] 3 ',JI ] |: ] -‘,:_ ] 0

z

5 10 15 20 25
] T

a) [Bifurcation Diagrams of (1) with a, as b) [Plots of x,,, y,,, z,, with a, = 10.0]
bifurcation parameter]
FIgUI’e 2 Hel’e 0(1 = 53, 0(2 = 02, af3 = 126, al = 05, bl == .4, Cl == .5, bz = 44, Cz = 15, a3 =
5.9, b3 = 86, C3 = 0.4.

a) [Bifurcation Diagrams of (1) with a5 as b) [Plots of x,,, y,,, z,, with a; = 45.0]
bifurcation parameter]

FIgUI’e 3 Here a, = 23, a, = 32, as = 26, a, = 09, bl = .4‘, 1 = .5, a, = 05, b2 = 4‘4‘, Cy =
3.5, b3 = 06, C3 = 04

4. Conclusion

In this paper, we studied the dynamics of a second-order system defined by three variables, focusing
on the existence of a unique positive equilibrium and its global stability. This study is particularly
relevant in the context of population biology, where understanding the conditions for local asymptotic
stability and global stability are crucial. We successfully established the conditions which assure the
global asymptotic stability of the unique positive equilibrium.Moreover, we proposed an open problem
that invite further investigation into the conditions necessary for the system to exhibit 4-periodic
behavior. Addressing this problem will provide deeper insights into the periodic nature of the system
and its long-term behavior.
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