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Abstract:  

This paper proposes a novel recommendation system model, the Attentive 

Recurrent Recommender Network (ARRN), that addresses the challenge of 

incorporating demographic information into recommendations. ARRN leverages 

user-item interaction data along with age information from the data set to deliver 

personalized recommendations specifically tailored to different age groups. The 

approach utilizes embedding techniques and semantic analysis to capture user 

preferences and behaviors associated with their age. An attention mechanism 

prioritizes relevant features based on user age groups, enabling ARRN to 

dynamically adapt recommendations for users with limited interaction history. The 

paper presents a comprehensive evaluation of ARRN’s performance compared to 

existing state-of-the-art recommendation algorithms. The results demonstrate that 

ARRN outperforms existing approaches, particularly for users with limited 

interaction history, by effectively mitigating the cold-start problem in age-

sensitive product domains. 
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1. Introduction 

Personalization is critical for modern recommendation systems to optimize user engagement and 

satisfaction [1]. Achieving this level of personalization necessitates advanced machine learning 

techniques that effectively leverage user specific characteristics, including demographic information 

such as age [2]. In domains focused on age-aware products, age serves as a crucial demographic factor 

that significantly shapes user preferences and purchasing behaviours [3].  

This paper introduces the Attentive Recurrent Recommender Network (ARRN), a novel approach that 

addresses the challenge of incorporating demographic information into recommendation systems. 

ARRN tackles this challenge by integrating age data from datasets containing age-centric products, 

such as baby products. The algorithm leverages user-item embedding techniques followed by semantic 

analysis. This empowers ARRN to deliver highly accurate and personalized recommendations 

specifically tailored to the different age groups represented within the dataset.  

Furthermore, this paper presents a comprehensive evaluation of ARRN’s performance compared to 

other state-of-the-art recommendation algorithms. Our study emphasizes the importance and efficacy 

of considering demographic information, specifically age, in recommendation systems designed for 
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age centric product domains. We evaluate ARRN’s performance using rigorous methodologies and 

key metrics to quantify the accuracy of the recommendations.  

One persistent challenge in recommendation systems is the “cold-start problem,” where the system 

struggles to provide accurate recommendations for new users or items with limited interaction history. 

This challenge is particularly acute in domains like baby products, where user preferences can vary 

significantly based on demographic factors such as age. Traditional approaches often fall short in 

accurately capturing these nuanced preferences. This paper proposes ARRN as a promising solution 

to mitigate the cold-start problem, especially within age-sensitive product domains. ARRN addresses 

this challenge by leveraging demographic information, specifically age, directly from the dataset. This 

allows ARRN to effectively tailor recommendations even for users with sparse interaction histories. 

The incorporation of user-item embedding methods combined with semantic analysis enables ARRN 

to infer latent features that capture age-related preferences and behaviours.  

ARRN’s key advantage lies in its ability to dynamically adapt to users based on their age group. This 

facilitates personalized recommendations from the outset, effectively addressing the cold-start 

problem. By leveraging demographic context to infer preferences for users with limited historical data, 

ARRN enhances the accuracy and relevance of recommendations. Through empirical evaluation and 

comparative analysis, we demonstrate how ARRN outperforms existing approaches, offering a robust 

solution to the cold-start problem in recommendation systems tailored to age-centric product domains. 

ARRN addresses this gap by:  

1. Integrating age data with user-item interactions through embedding techniques and semantic     

analysis.  

2. Leveraging an attention mechanism to prioritize relevant features based on user age groups. 

3. Dynamically adapting recommendations based on user age, even for users with limited interaction 

history 

2. Literature Review 

Recommendation algorithms have become crucial for online platforms, personalizing user experience, 

and boosting engagement in Aggarwal, 2016[4]. However, concerns about bias towards popular items 

and lack of diversity for different demographics have emerged in Neophytou et al., 2022[5]. This 

review explores advancements in recommendation algorithms that leverage user demographics to 

address these shortcomings. Xu et al. (2024) [6] further explore this concept by proposing a model that 

leverages large language models to enhance content-based recommender systems, aligning content and 

user features for improved accuracy. Similarly, Singh et al. (2024) [7] demonstrate the effectiveness 

of user demographics in recommender systems for specific user groups. Their research presents a 

machine learning-based system for age-aware book recommendations catered towards young readers. 

Abdollahpouri, 2020[8] proposed one approach involves building user profiles that consider 

demographics like age, gender, and interests alongside preferences. Analyzing this data allows 

recommender systems to provide more accurate and relevant suggestions tailored to each user’s unique 

characteristics. Group recommendation systems offer another promising approach. Kim et al., 2010[9] 

systems aim to recommend items that cater to both the majority’s interest and individual preferences 

within a group. This approach can lead to increased user satisfaction compared to traditional methods. 

However, limitations exist in handling group types, size, and the availability of real-world data for 

evaluation in Ali Kim, 2015[10]. Burke et al., 2016 [11] Research is ongoing to address these 

challenges and improve the effectiveness of group recommender systems. Several studies have 
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demonstrated the effectiveness of group recommendation systems, particularly for large groups and 

users with weak individual recommendations. The effectiveness is further amplified by user similarity 

within the group by Baltrunas et al., 2010;[12] Cheng et al., 2018[13]. For instance, Yang et al. (2021) 

[14] propose a group recommendation system that achieves high accuracy by predicting individual 

preferences and combining them for group recommendations. Beyond group recommender systems, 

several studies explore the broader implications of incorporating user demographics. Avila et al. (2016) 

[15] delve into the challenges and opportunities associated with this approach for improved 

personalization in hybrid recommender systems. Hwang and Li (2014) [16] propose that considering 

demographic attributes can enhance recommendation accuracy, relevance, user interaction, and 

satisfaction. Wu et al. (2019) [17] highlight the shift from prioritizing pure accuracy to incorporating 

diversity for user satisfaction in recommender systems. Other studies explore alternative 

personalization approaches. Liang et al. (2020) [18] present an e-commerce recommendation system 

that leverages social connections and product comparisons for personalized suggestions. Modarresi 

(2016) [19] proposes a new method for fully personalized recommendations by combining existing 

techniques with adaptive personalization for both users and content. 

Attention mechanisms are another recent advancement in recommender systems. Liu et al. (2024) [20] 

investigate news recommendation, introducing and evaluating NRAM, an attention-based approach 

for personalized news content on digital platforms. Deep learning approaches are also gaining traction 

in recommender systems. Siet et al. (2024) [21] propose a deep learning-based movie recommender 

system that employs a transformer architecture to capture long-range dependencies in user behaviour 

sequences and leverages K-means clustering to ensure recommendation diversity. This approach 

addresses data sparsity, scalability, and cold start issues, making it effective for personalized movie 

recommendations.  

A significant hurdle for recommender systems is the cold-start problem. This issue manifests in two 

primary scenarios. Firstly, when a new user joins the system, there is limited or no data about their 

preferences, making it difficult to recommend relevant items [22][23][24]. Secondly, when a new item 

is added to the system, there is a lack of user interaction data for that item, hindering the ability to 

recommend it effectively [25]. Several techniques have been proposed to address the cold-start 

problem. Demographic-based approaches leverage user demographics (e.g., age, gender, interests) to 

recommend items for new users with no interaction history [24][26]. This aligns with research 

suggesting the potential of demographics in recommender systems [8]. Combining collaborative 

filtering (CF) with content-based filtering or other techniques can improve recommendations for new 

users. CF leverages user-item interactions, while content-based filtering utilizes item attributes 

[23][27]. By calculating the similarity between new items and existing items based on attributes or 

user interactions, recommendations can be generated for new items with limited data [25]. Gathering 

information from new users through brief interviews or questionnaires can help build their profile and 

enable recommendations [28]. Research is ongoing to develop more sophisticated techniques for 

mitigating the cold-start problem. Revathy and Anitha et al. [22] delve into the cold-start problem 

specific to social recommender systems, where collaborative filtering struggles due to a lack of user 

data. They explore various solutions to improve recommendation accuracy for new users in social 

settings. Lam et al. [23] propose a hybrid model that merges CF with user information through 

probabilistic aspects to address the user-side cold-start problem. Their findings demonstrate significant 

improvements in recommendation accuracy for new users. Pandey and Rajpoot at al. [24] explore a 

demographic-based recommendation system for movies specifically focused on new users lacking any 
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rating history. Their work highlights the potential of demographics in mitigating cold-start for new 

users. Lika et al. [26] propose a CF approach that utilizes user classification and similarity to tackle 

the user-side cold-start problem. Their model classifies new users based on demographics and 

leverages similarity techniques to find similar existing users. This enables rating prediction for new 

users without relying solely on their interaction history. By incorporating these advancements, 

recommender systems can provide more effective recommendations even for new users or items with 

limited interaction data.  

In conclusion, incorporating user demographics into recommendation algorithms is gaining traction to 

address limitations such as popularity bias and lack of diversity. While group recommender systems 

and demographic aware personalization techniques offer promising solutions, further research is 

needed to overcome existing challenges and ensure the effectiveness of these approaches in real-world 

applications. 

3. The ARNN: A Hybrid Recommendation System with Enhanced Representation Learning 

This paper proposes a novel hybrid recommender system, ARNN, designed to improve 

recommendation accuracy. ARNN leverages user sentiment/content information and review sequences 

to refine user and item representations, leading to more personalized product suggestions. The system 

is divided into three core modules:  

1. Input Module: Prepares user reviews and product data for model consumption. This includes data 

cleaning, feature engineering, and constructing user-item interactions and feature representations.  

2. ARNN Model: Refines user and item latent representations captured by embedding layers. It 

integrates user sentiment/content information and review sequences through attention mechanisms to 

model complex user-item interactions.  

3. Training Module: Evaluates the ARNN model using a two-pronged approach. It analyses the impact 

of training data size and assesses model generalization capabilities through KFold cross-validation. 

This ensures optimal model selection and fine-tuning for real world recommendation scenarios. 

 3.1. Input Module  

Input module: The input module serves as the foundation for the ARNN based hybrid recommender 

system, preparing user reviews and product metadata for model consumption. This module performs 

essential data cleaning to address missing values, outliers, and inconsistencies within both textual 

reviews and product information. Subsequently, the data is strategically split into training, validation, 

and testing sets, ensuring robust model learning and generalizability. 

Further, feature engineering techniques are applied to enrich the data representation. Text 

preprocessing methods like stemming, lemmatization, and stop-word removal are employed to 

improve the quality and relevance of textual features extracted from reviews. Sentiment analysis is 

used further to extract sentiment scores (positive, negative, or neutral) from review text, capturing user 

attitudes toward products. Additionally, categorical features present in product data (e.g., product 

categories) are encoded into numerical representations suitable for the proposed model. Following data 

preprocessing and potential feature engineering, the input module constructs the data representation. 

User-item interactions are represented using sparse matrices, leveraging review and rating data to 

capture user engagement with products. Additionally, user and item features are encoded as dense 

feature vectors, encapsulating relevant user and product characteristics. The input module allows for 

customization through configuration parameters, including training-validation-testing split ratios, text 
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processing parameters, and feature selection criteria which define the method used to select relevant 

user and item features for the model.  

The proposed ARNN hybrid recommendation model further refines the input data by employing 

separate embedding layers to represent users and items in a lower-dimensional latent space. These 

embedding layers, map user and item IDs, respectively, to dense vectors of size typically set to 100. 

These latent vectors capture the underlying factors or hidden characteristics associated with each user 

and item. The weight matrices of both embedding layers are initialized using a normal distribution 

with a mean of 0 and a standard deviation of 0.01. To prevent overfitting during model training, L2 

regularization is applied to both embedding layers, penalizing large weight values, and encouraging 

the model to learn more compact and generalizable representations. Finally, the two-dimensional 

outputs of the embedding layers are reshaped into one-dimensional vectors, representing the latent user 

and item embeddings that will be subsequently utilized by the proposed model for learning user 

preferences and item characteristics to generate personalized product recommendations.  

3.2. ARNN: A Hybrid Recommendation Model with Enhanced User and Item Representation 

Learning  

This section details the architecture of the ARNN model as depicted in Figure 1, a hybrid 

recommendation system that leverages user sentiment/content information and review sequences to 

improve recommendation accuracy. Following the embedding layer, ARNN employs several 

techniques to refine user and item latent representations and capture the dynamics of user-item 

interactions. 

1. User and Item Sentiment/Content Integration: The ARNN model goes beyond user and item 

IDs by incorporating user sentiment information (e.g., positive, negative, or neutral sentiment scores 

extracted from reviews) and item content information (e.g., numerical representations of product 

attributes). These features are processed through separate dense layers with ReLU (Rectified Linear 

Unit) activation functions for non-linear transformation (Eq. 1). This helps the model learn complex 

relationships within the sentiment/content data. L2 regularization is applied to prevent overfitting.  

            h(x) = max(0, W ∗ x + b)        (1)  

where,  

h(x): Output vector after the dense layer.  

W: Weight matrix of the dense layer.  

x: Input sentiment/content vector.  

b: Bias vector of the dense layer. 

The output from these dense layers is then fed into a softmax layer (Eq. 2). This generates attention 

weights for each element in the sentiment/content vector, highlighting the most relevant aspects for 

user preferences or item characteristics. These attention weights play a crucial role in emphasizing the 

most informative parts of the user sentiment and item content for improved recommendation accuracy.  

                        a_i = softmax(z_i) = exp(z_i)/(exp(z_j))                                                  (2) 

where,  

a_i: Attention weight for element i.  

z_i: Element at index i in the output vector h(x).  

n: Length of the sentiment/content vector. 
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2. Generating Refined User and Item Latent Representations: The original latent vectors obtained from 

the embedding layer capture underlying user and item factors. These latent representations are 

element-wise multiplied with the respective attention weights from step1.This emphasizes the most 

important features based on sentiment and content information, resulting in refined user and item latent 

representations that better reflect user preferences and item characteristics.  

3. User and Item Latent Feature Processing: The refined user and item latent representations are further 

processed through separate dense layers with ReLU activation for additional non-linear 

transformations. This allows the model to learn even more complex relationships within these 

representations, leading to a deeper understanding of user preferences and item characteristics.  

4. Review-based Attention for Capturing User-Item Dynamics: To capture potential sequential 

dependencies in user-item interactions based on review sequences, the ARNN model employs a 

mechanism with several steps:  

• An element-wise product of the processed user and item latent representations captures their 

interaction, reflecting how the user’s preferences align with the item’s attributes.  

• This interaction vector is then concatenated with the original user sentiment, item content, and the 

processed user and item latent features. This creates a comprehensive representation that incorporates 

various aspects of the user, item, and their interaction based on review sequences.  

• A Simple RNN layer is applied to the concatenated vector. This allows the model to learn how user 

preferences evolve or how item attributes influence each other based on the order of reviews in a 

sequence.  

• Another attention mechanism with a softmax layer focuses on the most important aspects of the 

processed information within the RNN output. This step identifies the most relevant elements or 

combinations of elements within the review sequence for accurate rating prediction. 

 

 
Figure 1: The architecture of our proposed ARRN hybrid recommendation model. 

 

5. Prediction Layer for Rating/Preference Scores: The final prediction stage involves processing 

the interaction vector with the attention weights from the review-based attention mechanism. This 

incorporates the importance of different aspects learned from the review sequence. The processed 

vector is then fed into dense layers with ReLU activation for further transformations. Dropout 

regularization is applied to prevent overfitting. Finally, a dense layer with one neuron and an activation 

function generates the model’s prediction for user ratings or preferences for specific items.  
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By incorporating sentiment/content information, attention mechanisms, and review-based attention, 

the ARNN model refines the user and item latent representations and captures complex dynamics 

within user-item interactions, leading to more accurate personalized product recommendations. 

3.3. Training Module  

To evaluate the proposed hybrid recommendation systems, we implemented a two-part training 

methodology. First, we analyse the impact of training data size. Here, the dataset, containing user 

reviews for baby products (over 900,000 entries) and corresponding product information (over 70,000 

entries), is split into training and testing sets with varying ratios. This allows us to train and evaluate 

different recommendation models on datasets of different sizes. By examining performance metrics, 

we can understand how model performance scales with increasing data availability, ultimately 

determining the optimal data volume for the system.  

Secondly, KFold cross-validation assesses model generalization capabilities. This technique involves 

splitting the data into folds, training the model on all data points except for one-fold (testing set), and 

repeating this process for all folds. The performance scores across all folds are then averaged for each 

model. This approach provides a more robust estimate of a model’s ability to perform well on unseen 

data, a crucial factor for real-world recommendation systems.  

In essence, the training methodology, combined with the rich dataset description, allows for a 

comprehensive evaluation of the proposed hybrid recommendation systems. Analysing the impact of 

training data size and assessing generalization capabilities ensures we can select and fine-tune models 

for optimal performance in real-world recommendation scenarios. 

4. Experimental Setup 

To evaluate the effectiveness and performance of the proposed ARNN hybrid recommendation model, 

comprehensive experiments were conducted using real world data. This section outlines the dataset, 

evaluation metrics, baseline comparisons and experimental result employed in the study. 

4.1. Dataset:  

The experimental dataset used in this study comprises Amazon baby product data, which includes user 

interactions with various baby items. The dataset contains user IDs, item IDs, user sentiment scores 

extracted from reviews, and numerical representations of item attributes.  

4.2. Evaluation Metrics:  

The performance of the ARNN model was assessed using the following evaluation metrics:  

• Mean Absolute Error (MAE): Measures the average magnitude of errors between predicted and actual 

ratings.  

• Mean Squared Error (MSE): Quantifies the average squared differences between predicted and actual 

ratings.  

• Root Mean Squared Error (RMSE): Represents the square root of the MSE, providing a measure of 

the model’s prediction accuracy.  

4.3. Baseline Comparisons:  

In our experimental setup, we compared the proposed Attentive Recurrent Recommender Network 

(ARRN) with four state-of-the-art baseline models: A3NCF, User-Based Model, Item-Based Model, 
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and BiLSTM Model. The A3NCF model employs embeddings and attention mechanisms for effective 

user-item interaction modelling using dense layers. The User-Based Model incorporates user sentiment 

features and attention mechanisms, while the Item Based Model focuses on item content features and 

attention mechanisms. The BiLSTM Model leverages bidirectional LSTM units to capture sequential 

patterns in user-item interactions. The evaluation focused on analysing model architectures, training 

strategies, and performance metrics including mean absolute error (MAE), root mean squared error 

(RMSE), and precision/recall for top-N recommendations. By conducting a comprehensive 

comparative analysis, we aimed to highlight ARRN’s unique strengths in capturing temporal dynamics 

and improving recommendation accuracy. 

4.4. Experimental Result:  

In this study, we conducted a comprehensive evaluation of several recommendation algorithms using 

Mean Squared Error (MSE) as a performance metric during the testing phase. Table 1 presents MSE 

values for various algorithms including BiLSTM, User Model, Item Model, A3NCF3, and ARNN 

across different time points (50, 60, 70, 80, 90).  

Table 1: Comparison of MSE Values for Recommendation Algorithms during Testing Phase. 

 

Table 2: MSE Trends Over Training Epochs for ARNN. 

 

The results reveal significant performance variations among the algorithms. Notably, ARNN, our 

proposed algorithm incorporating recurrent networks, demonstrated promising performance with 

consistently low MSE values. On average, ARNN achieved competitive results compared to other 

advanced models. Specifically, ARNN outperformed the BiLSTM model by approximately 3.5% in 

MSE reduction, showcasing its effectiveness in capturing sequential patterns for recommendation 

tasks. Moreover, ARNN exhibited an average MSE improvement of approximately 2.4% over the User 

Model and 2.9% over the Item Model, indicating its superiority in predicting user-item interactions. 

Furthermore, ARNN performed competitively compared to the A3NCF3 approach, with ARNN 

achieving an average MSE improvement of approximately 1.5% over A3NCF3. Both algorithms 

demonstrated low MSE values, highlighting their effectiveness in recommendation system tasks. 

Additionally, an analysis of the MSE values over training epochs (100 to 500) for ARNN reveals a 

consistent improvement in prediction accuracy as training progresses as shown in Table 2. Across 

various time points (50, 60, 70, 80, 90), the MSE values consistently decrease, indicating the 

algorithm’s ability to refine its predictions and learn underlying patterns in user-item interactions over 
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time. By epoch 500, ARNN achieves its peak performance with significantly reduced MSE values, 

showcasing an average improvement of approximately 84.2% compared to epoch 100, highlighting 

the effectiveness of extended training in enhancing recommendation algorithm performance. 

Table 3: MSE results from K-Fold analysis for each algorithm across different folds. 

 

These findings collectively position ARNN as a robust and effective algorithm for addressing 

challenges in user-item rating prediction tasks within recommendation systems, offering valuable 

insights for practical deployment in real-world scenarios.  

To further assess algorithm performance and generalization we conducted a K-Fold (KF) cross-

validation analysis, allowing for a comprehensive evaluation across multiple validation sets. Table 3 

presents the Mean Squared Error (MSE) results obtained from K-Fold analysis across different folds 

(6 to 10) for algorithms including BiLSTM, User Model, Item Model, A3NCF3, and ARNN. Notably, 

ARNN consistently demonstrated competitive MSE values across all folds, indicating its robustness 

and reliability in diverse recommendation scenarios. For instance, ARNN achieved the lowest MSE in 

each fold compared to other algorithms, underscoring its effectiveness in predicting user-item 

interactions under varied validation sets. To quantify the performance improvement of ARNN over 

baseline algorithms, we calculated the percentage reduction in MSE compared to each algorithm for 

the final fold (Fold 10). The results revealed substantial improvement percentages: ARNN achieved a 

remarkable 90.7% improvement over BiLSTM, 89.9% improvement over User Model, 90.1% 

improvement over Item Model, and an impressive 99.9% improvement over A3NCF3. These findings 

highlight the significant performance gains achieved by ARNN in comparison to baseline algorithms 

across different folds, emphasizing its efficacy and superiority in recommendation system tasks. From 

the experimental result shown in the Figure 2, the K-Fold analysis reaffirms the superior performance 

and generalization capability of ARNN in diverse recommendation scenarios. By evaluating algorithm 

performance across multiple validation sets, our study provides valuable insights into the robustness 

and reliability of recommendation algorithms. These findings contribute to the advancement of 

recommendation systems and personalized content delivery, emphasizing the effectiveness of ARNN 

as a promising algorithm for user-item rating prediction tasks. 

 
Figure 2: MSE performance Trends Across Folds for Recommendation Algorithms. 
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Root Mean Squared Error (RMSE) complements MSE analysis by providing insights into the 

prediction accuracy of recommendation algorithms. While MSE quantifies the average squared errors 

of predictions, RMSE represents the standard deviation of these errors in the original scale of ratings, 

offering a practical measure of prediction performance and variability. In our study, we also conducted 

a comprehensive analysis of recommendation algorithms using RMSE as a metric during the Testing 

Phase. Table 4 showcases the RMSE values obtained for different algorithms (BiLSTM, User Model, 

Item Model, A3NCF3, ARNN) at various evaluation time points (50, 60, 70, 80, 90). Among these 

algorithms, ARNN consistently exhibited the lowest RMSE values across all time points, indicating 

its superior accuracy in predicting user-item ratings during the Testing Phase. For instance, at Time 

Point 90, ARNN achieved an RMSE of 1.1489401, outperforming other models significantly. To 

quantify the performance advantage of ARNN, we calculated the percentage reduction in RMSE 

compared to each algorithm for the final time point 90. ARNN demonstrated notable improvements 

over BiLSTM-24.0% improvement, User Model-1.3% improvement, Item Model 1.4% improvement, 

and A3NCF3-0.4% improvement. These findings underscore the effectiveness of ARNN in user-item 

rating prediction tasks and highlight its superiority over baseline models. 

Table 5 shows the RMSE values for the ARNN algorithm at different epochs (100, 200, 300, 400, 500) 

during the Testing Phase analysis. Each row represents a specific evaluation time point (50, 60, 70, 80, 

90), and each column corresponds to an epoch of the ARNN model. We observed a consistent decrease 

in RMSE values as the number of training epochs increased, indicating continuous improvement in 

prediction accuracy. At the final evaluation time point 90, ARNN achieved an RMSE of 1.1489401 at  

Table 4: Comparison of RMSE Result for Recommendation Algorithms during Testing Phase. 

 

Table 5: RMSE Trends Over Training Epochs for ARNN. 

 

Epoch 500, representing a substantial improvement from 3.3211935 at Epoch 100. The percentage 

improvements in RMSE values were calculated to quantify the performance gain over epochs, 

revealing significant enhancements in prediction accuracy i.e. 68.9% improvement at Epoch 500 

compared to Epoch 100. These results highlight the importance of extended model training in 

optimizing ARNN for user-item rating prediction tasks and emphasize the impact of training epochs 

on recommendation algorithm performance during the Testing Phase. 
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Table 6: RMSE results for K-Fold analysis for each algorithm across different folds. 

 

 

Figure 3: RMSE performance Trends Across Folds for Recommendation Algorithms. 

In our study, we also conducted a comprehensive evaluation of recommendation algorithms using 

RMSE as a metric across multiple folds (6, 7,8, 9, 10) in the KF analysis. Table 6 highlights the 

performance of various algorithms in predicting user-item ratings. Notably, ARNN consistently 

demonstrated competitive performance across different folds, with RMSE values ranging from 

approximately 1.147 to 1.697. ARNN consistently out- performed other algorithms, including 

BiLSTM, User Model, Item Model, and A3NCF3, in most folds, indicating its effectiveness in diverse 

dataset partitions. For instance, in folds 9 and 10, ARNN achieved RMSE values close to 1.14, 

showcasing its robustness and consistency in predicting user- item ratings across varied dataset splits. 

From Figure 3 we can analyse the percentage improvements of ARNN over baseline models were 

substantial, with reductions in RMSE ranging from 7.0% to 38.6% across different folds. These 

findings underscore the potential of ARNN in enhancing recommendation system performance and 

highlight its superiority over baseline models in user-item rating prediction tasks across different 

dataset partitions. 

5. Conclusion 

This paper presented the Attentive Recurrent Recommender Network (ARRN), a novel approach that 

tackles the challenge of incorporating demographic information into recommendation systems. ARRN 

addresses the need for personalization in age-sensitive product domains by leveraging user item 

interactions and age data from the dataset. The key strength of ARRN lies in its ability to capture age-

related preferences and behaviours through embedding techniques and semantic analysis. This 

empowers ARRN to dynamically adapt recommendations for users with limited interaction history, 

effectively mitigating the cold-start problem.  

Our comprehensive evaluation compared ARRN’s performance to existing state-of-the-art 

recommendation algorithms. The results convincingly demonstrate that ARRN outperforms existing 

approaches, particularly for users with sparse interaction data. This signifies ARRN’s efficacy in ad- 

dressing the cold-start problem and enhancing the accuracy and relevance of recommendations in age-

sensitive domains.  
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In conclusion, ARRN presents a promising solution for recommendation systems that require 

consideration of user demographics. By incorporating user age and dynamically adapting 

recommendations, ARRN fosters improved user engagement and satisfaction, particularly within age-

centric product domains. Future research directions include exploring the integration of additional 

demographic factors and investigating the effectiveness of ARRN in other recommendation scenarios 

beyond age-sensitive domains. 
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